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NOTES:

Class 19, 4/15/09 W

HW 12 due Friday 4/24/09

Slide 2 HW 12 due Friday 4/24/09

Submit as Myname-HW12.doc (or *.rtf)

e \WIMBA sessions:
» Tonight & every Weds 10-11 pm
» Thursday Noon - 1 pm (log on from anywhere)
o New Homework due dates
»HW 12 10.28: El Nifio and Hurricanes
» Due Friday 4/24/09 Noon
» Note: There will 2 WIMBA sessions available on this topic
e HW 13 Cammen’s ingestion rate data. Note that this was a 2003 final exam
problem
» Read Cammen (1980) & evaluate his regression model
» Due Weds 4/29/09 Noon This problem will count double!
e Read Chapter 12: Selection of variables
® Run my overfitting syntax: overfitting.sps
® Read Campbell & Kenney Chapters 4 & 5 on the regression artefact and gender
inequities
» Run my Campbell & Kenny syntax: RTMCK.sps

NOTES:

HW13: Cammen model

Slide 3 HW13: Cammen model

Cammen (1980) compiled data from the literature on the ingestion
rates of 22 deposit feeders. Deposit feeders are organisms that live
in mud and sand and ingest mud and sand. Deposit feeders use the
organic matter in the mud and sand for growth. Table 1 shows the
species from the literature, their ingestion rates, the fraction organic
matter in sediment, and the body weights of individual deposit
feeders. Cammen (1980) used regression to estimate the ingestion
rate of deposit feeders (ING) (mg dry weight/day) using the fraction
organic matter in the sediment (OM) and body weight of the deposit
feeder (WT). He regressed log,, (ING) as the response variable with
two explanatory variables log,, (WT) and log,, (OM). He deleted the
three bivalves from his analyses because they appeared to be
outliers, and based his regressions on the 19 non-bivalve species.

NOTES:
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Slide 4

NOTES:

HW13: Cammen model

Answer each question and address each issue.

e \Was Cammen (1980) justified in dropping the three bivalve molluscs from his
regression equation?

» Consider both the case-wise diagnostic tests (residuals vs. predicted values, Cook’s D, studentized
residuals, and leverage values), and the results of fitting bivalves as a dummy variable.

» Discuss the problems in using Cook's D, leverage, and studentized residuals in detecting outliers
when more than one datum may be an outlier.

» There is no strictly right or wrong answer to this question, but you must justify your choice with
evidence from the regression analyses.

e There were 5 groups of animals in Cammen'’s data. Is there evidence that the
ingestion rates as a function of weight and organic matter differ among these 5
groups?

e Based on your analyses, produce a graph showing the relationship between ingestion
rate, body weight and organic matter.

e Write the regression equation expressing the relationship between ingestion rate,
organic matter, and body weight. Pay attention to significant figures, and include an
estimate of the standard error of the coefficients.

e |f you found that the animal groups differed in ingestion rate, your final graphs and
model should reflect this full model

Slide 5 HW13: Cammen model

NOTES:

Homework Presentations

o William Walker for HW 8
o Steven Kichefski for HW 9 and
e |isa Greber for HW10

Slide 6 Homework Presentations

NOTES:
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Chapter 12: Strategies for variable
selection

NOTES:

Using multiple regression to test
causal models

Slide 8 Using multiple regression to test
causal models

Being in politics is like being a football coach. You
have to be smart enough to understand the game
and dumb enough to think it's important.-- Eugene
McCarthy

Application to Regression & Chapter 12
To use multiple regression to test causal
models, you have to know enough statistics to
run the analysis, but you have to be dumb
enough to think the approach is vald

NOTES:

Regression errors & artifacts

Slide 9 Regression errors & artifacts

e A) Covariates are often necessary
> Fluoride & cancer (Manly 1992)
> Storks & babies

e B) Multicollinearity:
> Interpreting Beta signs as effects when the magnitude and
sign of Beta is a function of other variables in the equation
» Handguns & Crime rates (Lott & Mustard vs. Ayers &
Donahue)
» Peterson on school vouchers & test scores

® C) The regression artifact and improper
interpretation of the effects of covariates
» Math ability & gender
> The Bell Curve

NOTES:
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Does fluoride cause cancer?

Manly (1992) The design & analysis of research studies

eYiamouyiannis & Burk 1977
» Fluoridation began in 1952-1956
> Fluoridated and non-fluoridated

cities matched by population size
= 10 largest non-fluoridated cities
= Fluoridated cities of comparable size

Table 1.2. Cancer deaths per 100 000 population in ﬁuo.ri;inrc.*d and non-
fluoridated cities in the United States (Yiamouyiannis and Burk, 1977)

Slide 10 Does fluoride cause cancer?

NOTES:

Non-fluoridated cities

Why ?

Fluoridated cities
1950 181 179 °
1970 27 197

Change +36 +18

I

Cancer & Fluoride

Manly (1992) The design & analysis of research studies
m e N Yiamouyiannis &

Slide 11 Cancer & Fluoride

NOTES:

s ""\r Burk 1977: 10 largest

non-fl. Cities and

g P | ‘matched fluorodated
- A /1 cities
o
g m ‘,;,‘-97 | (Fluoridation took
Bomy ! | place from 1952-
o v{‘::‘;/ | 1956
e " e s

Rebuttal:
Oldham & Newell
(1977) Applied
Statistics

YEA

R
o FLUGRIDATED + NON-FLUORIDATED

ot death rates per 100000 of population for
in ¢

sk place over the period

Guidelines for predictive modeling

From Holmes’ Causal modeling (Sage)

® Theorize before analyzing data or validate theory
with additional data

® Formulate explicitly ordered hypotheses

® Measure covariation with an appropriate
technique

® Examine measures of association to see if they
are significant

® Reject competing models that are more complex
or less based on theory

® Reject models that have “bad fit”

Slide 12 Guidelines for predictive
modeling

NOTES:
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Gallagher’s addenda

Slide 13 Gallagher’s addenda

From Harrell & Campbell & Kenney

e Don’t use multiple regression to infer causation. When
more than one variable is in the model, the sign and
magnitude of the coefficients for an explanatory variable
often depend on the value of other variables in the
equation

e Don't use stepwise or other automated selection
procedures

® Beware the regression artifact and control for it
» Use repeated measures designs, structural equation models or
corrections for the regression artifact.
> Or, design a controlled experiment to properly assess the effect

NOTES:

hsplay 1.1 [
Average SAT scures by S Skate in 1953, ani frassible mrclated laciors

Case Study 12.1
SAT Scores

Slide 14

NOTES:

Case Study 12.1
Final model

SAT Scores = f(%
Taking exam,
median class rank)
or (% taking exam,
rank and
expenditure)
Result: NH is #1,
Massachusetts is
11 or 32
(expenditure)

™ F F gt

Slide 15

NOTES:
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DHsplay 12.4

335

Matrix of scatterplots for SAT scores and siv eaplanatory variables

o b,

¥

First step in analyzing

the data: examine the

matrix scatterplot, look
for outliers

Slide 16

NOTES:

Display 12.5

p. 336

Partial residual plot of state average SAT scores (adjusted for percent of
students in the state who took the test and for median class rank of the

Slide 17

students who took the test) versus state exp
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NOTES:

SDFBeta Plot

Alaska has a large
effect on most
betas, especially
income &
expenditure

Plot 7 SDFBeta variables together with analyze/explore

Slide 18 SDFBeta Plot

NOTES:
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Slide 19
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Slide 20 All possible regression models

All possible regression models
R? and Adjusted R? choose models with TOO many

parameters

e Mallow’s Cp .
> Cp=p+(n_p) (O—I\Z_O-/\Z_fu")/o./\Z_fu” NOTES.

e Akaike information content
® Schwarz Bayesian Information Content (BIC)

> Ln(log(c”?)+p log(n).
» Can be used to calculate posterior probabilities

e Neither available in SPSS without syntax
> All are available in SPSS syntax
= \Statistics SELECTION

» The BIC in SPSS is different from Sleuth

Slide 21 SPSS selection criteria

SPSS selection criteria
In syntax only: \Statistics SELECTION

Model Summary*

S — NOTES:
Akaike Amemiya Mallows' Schwarz
Adusted  Std Emorol R Sauare Information Prediction Prediction Bayesian
RSquare heEstmate Change FChange il 42 SoFChange Criterion  Criterion  Criterion- Criterion
o 1s2s s 1810 ‘. a7 192 28216 1082 111619 36905
a2 tooee e 1esn 2 3 000 7077 655 50935  19.241
2 ' 3 o0 26298 297 8000 1239

.10 (NO_3 preciptaton, In Densit)
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Bayes’ Theorem

Slide 22 Bayes’ Theorem

Larsen & Marx 2nd Edt'on (2001)
Snyer’ Teewn (Theeren 202 p. &5
i)

NEd

NOTES:

All possible regressions

Slide 23 All possible regressions

All regression models in SAS, R & Matlab, not SPSS

® SAS procedure

e SPSS
» /[STATISTICS COEFF OUTS CI R ANOVA COLLIN
TOL CHANGE SELECTION
e Matlab o
» Stixbox

Vil o ConlTicirnts b e Mbodel)

NOTES:

L ot o Shatc 54T avermges o g iy hase ruecies with L < 141 8
g takers, | = incurma, 3 = yunrs = pbie el amd 1 = ramk

SPSS regression syntax

Slide 24 SPSS regression syntax

ISTATISTICS ALL or /STATISTICS SELECTION
* Case 1201- note the /STATISTICS=SELECTION.
REGRESSION
/DESCRIPTIVES MEAN STDDEV CORR SIG N
/SELECT= istate NE 2
JMISSING LISTWISE
ISTATISTICS ALL
/CRITERIA=PIN(.05) POUT(.10) CIN(95)
/NOORIGIN
/DEPENDENT sat
/METHOD=BACKWARD Igtakers income years public expend rank
JPARTIALPLOT ALL
JSCATTERPLOT=(*ZRESID ,*ZPRED )
JRESIDUALS ID( state )
/SAVE PRED COOK MCIN ICIN RESID .

NOTES:
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Display 12.8

Cp plot for State SAT averages (showing only those models with Cp < 10); t

= log takers, i = income, y = vears, p = public,
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Slide 25
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yper - liper
e live ivpe .
ik e NOTE
e *
- por
Wer
= tiyper
,post 06 —
e lyper
— - liyer
o lver

4

p (Number of CoefMicients in the Model)

T 1

Display 12.13

Seatterplot of residuals versus fitted values from the regression of state SAT
average on percent takers and median class rank of takers

Slide 26
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Trouble assessing significance

Slide 27 Trouble assessing significance

i the ol bl
[LTemp—
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Display 12.13, page 363

Expenditure I1s
correlated with other

NOTES:

explanatory variables,
so the significance
(and magnitude)

depends on the other
variables in the model

Oregon ranks 31st In
average SAT but 46th
based on money

spent
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Overfitting: why stepwise procedures
should not be used to estimate p
values.

Slide 28 Trouble assessing significance

NOTES:

Trouble assessing significance

Akaska )

Display 12.13, page 363

asures for the contribution of eipeudinae 1o ilferest mobes

Expenditure is
correlated with other
explanatory variables,
so the significance
(and magnitude)
depends on the other
variables in the model.
Oregon ranks 31st in
average SAT but 46th
based on money
spent.

Slide 29 Overfitting: why stepwise
procedures should not be used to estimate
p values.

NOTES:

Covariates: overfitting &
multicollinearity

Overfitting.sps

» 32 random variables, 100 cases

> Stepwise, forward & backward regression will usually always find a
significant regression

> One solution: use 40 times as many cases as covariates (>1200 for a 32-
variable model)!
More guns, less crime

> Ayres, | and JJ Donohue (2003) Shooting down the more guns, less crime
hypothesis. Stanford Law Review.

> Including many covariates, many correlated with the key explanatory
variable (gun control laws) produces an artifact, showing an effect when
none existed
Peterson’s voucher studies

» Kreuger critique: Including pre-test scores as a covariate produces an
effect when none existed

Slide 30 Covariates: overfitting &
multicollinearity

NOTES:
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Display 12.7

ulated distribution of the largest of ten F-statistics

10 random distributions used as
explanatory variables with 100 cases.
One I1s found significant using an F test
about 40% of the time  Stepwise tends

to fit too many variables

Fedistributton with | and 98 df
(thearetical curve)

Largest of ten F-to-emer values
(Iristogram freun SO0 sinvlations)

Slide 31

NOTES:

Gallagher’s overfitting.sps

Slide 32 Gallagher’s overfitting.sps

* Overfitting simulation, inspired by
3 to Overfitting in Regi Type Models, Babyak (2004),
* Michael A Babyak What You See May Not Be What You Get: A Brief, Nontechnical
* Introduction to Overfitting in Regression-Type Models.

* Psychosom Med 2004 66: 411-421

* Written by E Gallagher, revised 4/12/05.

* Generate 100 cases, with 32 normally distributed variates.

new file.

input program.

loop #i= 1 to 100

COMPUTE V1 = RV.normal (0,1)

COMPUTE V2 = RV.normal (0,1)

COMPUTE V32 = RV.normal (0,1)
end case.

end loop.

end file.

end input program.

formats V1 to V32 (f4.2).

exe

NOTES:

Results of Stepwise Selection

Slide 33 Results of Stepwise Selection

31 Random predictor variables

Backward
(added V23, V19)

NOTES:
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Harrell (2002, p. 56-57) on stepwise

Harrell’s conclusion: Don’t use stepwise!
e |t yields R? values that are biased high

e F and x? distributions don’t have their claimed
distributions

e SE of regression coefficients are biased low and Cl’s
and predicted values that are falsely narrow

® P-values too small

® Regression coefficients biased high in absolute value
and need shrinkage.

e Rather than solving the problem of collinearity, variable
selection is made arbitrary by collinearity

® |t allows us not to think about the problem

Slide 34 Harrell (2002, p. 56-57) on
stepwise

NOTES:

Overfitting: too many covariates

Slide 35 Overfitting: too many covariates

Harrell (2001, p. 60)

“When a model is fitted that is too complex, that is it
has too many free parameters to estimate for the
amount of information in the data, the worth of the
model (e.g., R?) will be exaggerated and future
observed values will not agree with predicted
values. In this situation overfitting is said to be
present, and some of the findings of the analysis
come from fitting noise or finding spurious
associations between X and Y”

NOTES:

Number of cases needed for
regression (1 of 2)

Slide 36 Number of cases needed for
regression (1 of 2)

Harrell (2001, p. 61)
® Number of predictors should be less than m/10
or m/20 where m is the limiting sample size
shown below

o Candidate variables must include all variables
screened for association with response,

incliidina nonlinear terms and interactions
TABLE 4.1: Limiting Sample Sizes for Various Response Variables

T f Response Variable Limiting Sample Size m
Continuous n (total sample size)

Binary min{n;,na)

Ordinal (k categories) n-A¥F nid
Failure {survival) time number of failures ©

NOTES:
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