Class 8: Sleuth Ch 4 (end) & 5

Chapter 5: Comparisons
among several samples,
One-way ANOVA

Class 8: 2/25/09 W

Slide 1 Chapter 5: Comparisons among
several samples, One-way ANOVA

NOTES:

HW 6 due Monday 3/1/09 9:50

Submit as Myname-HW6.doc (or *.rtf)

® Read Chapter 5 Comparisons
among several samples

e Comment on Chapter 5 conceptual
problems in Blackboard Vista4

e Computation Problem 6
» Problem 4.30 Sunlight protection factor

EEOS611

Slide 2 HW 6 due Monday 3/1/09 9:50

NOTES:

HW 7 due Thursday 3/4/09 Noon

Submit as Myname-HW?7.doc (or *.rtf)

® Read Chapter 6 Comparisons
among several samples

e Comment on Chapter 6 conceptual
problems in Blackboard Vista4

e Computation Problem 7
» Problem 5.25 Duodenal ulcers

EEOS611

Slide 3 HW 7 due Thursday 3/4/09 Noon

NOTES:
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Class 8: Sleuth Ch 4 (end) & 5

Student Presentations
Starting at 10:50 (8 minutes each)
® Keith Cialino for HW 2
»Ex 1.21

® Seth Sheldon for HW 3
» 2.21 Bumpus'’s data: weights of
Bumpus’s birds

e Barry Fradkin for HW 4.
> 3.28 Pollen removal

EEOS611

Slide 4 Student Presentations

NOTES:

Chapter 4 (End)

Rank-based, nonparametric analogues to the paired t
test: Signed rank & Sign tests

W Icoxon’s s gn rank test
Frank Wilcoxon of American
Cyanamide [See Salsburg,

2001, The Lady Tasting Tea,
" for biographical sketch]

Asymptotic
elative efficiency
>0.864, 95.5%
for normally
distributed data

& Asymptotic
F sher’s s gn test relative efficiency
‘ [See Salsburg, 2001 for 63.7% for
biographical sketch] _ normally
distributed data
EEOS611

Slide S Chapter 4 (End)

NOTES:

4.4 Alternatives to the
paired t test

Wilcoxon sign-rank and Fisher Sign tests

Slide 6 4.4 Alternatives to the paired t test

NOTES:
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Class 8: Sleuth Ch 4 (end) & 5

Anatomical abnormalities &
schizophrenia

Case 2.2 (Sleuth p 30): 15 pairs of twins, paired t test
Display 2.2

Differences in volumes (cm®) of left hippecampus in fifteen sets of
monozygotic twins where one twin is affected by schizophrenia

A 0.199
VETAgE:
1o 12 0s) 2] sample 8D 0238

2 144 163 .19 a o 15

3 1.56 147 009 D

4 1.58 1.39 0.19 0| 23479

5 2.06 1.93 [Nk 1| o

6 166 1.26 040 2|3

7 175 171 004 3

& 177 167 010 alo

9 L78 128 0.50 s o9

10 1.92 1.88 007 6|7

1 125 102 0.23 7

12 193 134 0.59

13 2.04 20 002 -

14 162 1,50 003 ] Legend: | 6 | 7 represents 0.67 em?

15 2.08 197 011

Slide 7 Anatomical abnormalities &
schizophrenia

NOTES:

Case 2.2 Statistical Summary

Sleuth, p. 31

There is substantial evidence that the mean
difference in the left hippocampus volumes
between schizophrenic individuals and their
nonschizophrenic twins is nonzero (two-sided
p-value = 0.006, from a paired t test). It is
estimated that the mean volume is 0.20 cm®
smaller for those with schizophrenia (about
11% smaller). A 95% confidence interval for
the difference is from 0.07 to 0.33 cm®

Slide 8 Case 2.2 Statistical Summary

NOTES:

Wilcoxon signed rank test

Display 4.12
Signed-rank test statistic com puml‘i:‘m.‘: wﬁﬁnphmﬁiﬁ 9Iusf_u'

SPSS

.II mafected :_-.‘. teid '.?.’Ir.:'- r\ ra....? rr.lu-.x- vk d Scards
3 I 73 pars wth
3 e I equal
. | I values*
8 1.6 L3 B

1. * 95 9%

1 L, 9%

1

1

i

1

Correct the standard
deviation SD(T),
based on the pattern

Slide 9 Wilcoxon signed rank test

NOTES:

of ties [2, 5]

i
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Class 8: Sleuth Ch 4 (end) & 5

Ties in signed rank tests

Two sorts of ties in the signed rank test, 1 of 2
1) If you have identical values in in both pairs, Wilcoxon
recommended that those paired observations be dropped.That
is still the standard recommendation, and SPSS uses this
recommendation.

Hollander and Wolfe's Nonparametric statistics, 2nd ed (p. 46) covers the
problem of dropping ties of the first sort. If there are many ties, H & W
recommend using another test.They also state that you could leave the tied
samples in, and use a random number generator to randomly assign positive
or negative signs for the zeros. If you want a more conservative 1-sided test,
assign all of the tied differences to the group that would make it less likely to
reject the null. For example, if you are testing lipitor's effects on cholesterol
and a patient had identical cholesterol levels before and after, then assign
that difference as if the lipitor blood sample had the higher cholesterol. If you
still reject the null, your conservative test would be less likely to result in a
Type | error, but of course the probability of Type Il error (failing to reject a
false null). Pratt (1959), cited in both Lehmann and Hollander & Wolfe,
provides a more thorough review of ties. Lehmann cites more recent papers
on dealing with the 1st sort of ties in signed rank tests.

Slide 10 Ties in signed rank tests

NOTES:

Dealing with tied pairs

Two sorts of ties in the signed rank test, 2 of 2
The second sort of ties occurs after the absolute
values of the differences are ranked

2) Ties may result after the absolute values of the
differences between paired observations are ranked.
Two or more differences may have the same absolute
value. Those ties are not discarded, and the variance
formula is adjusted to take into account the number of
tied groups [See next slide]

Slide 11 Dealing with tied pairs

NOTES:

SPSS algorithms, signed rank test

Thara ara avart tacte if nn tiad rankg

min(S,,.5, )= (n(n+1)/4)

L=tied

Slide 12 SPSS algorithms, signed rank test

NOTES:

Z= = groups
) t = items
H{u+]]{2u+|}.'24—2[:‘}'—!},) 48 i ot
j=l tied group
where Asymptotic relative efficiency>0.864,
o 95.5% for normally distributed data
n Number of cases with non-zero differences
! Number of ties
1 Number of elements in the j~th tie, j=1..... 1

EEOS611
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Class 8: Sleuth Ch 4 (end) & 5

Fisher’s sign test

Straightforward application of the 1-sample binomial

test
Frequencies
" ™ . N
eGiven t!‘_at the pro'bablllgy of @ +SigN = ArrecTED - UNAFFECT Negative Differences 14
probability of a minus sign = 0.5, Positive Differencés 1
eWhat is the probability of observing If:, 1‘;
exactly k positive signs in n Bernoulli AN ArTECTED S UNAFERCT]
(binomial) trials? . . b. AFFECTED > UNAFFECT
» P(X=k)= n Choose k * p* (1-p)™ c. AFFECTED = UNAFFECT
= X has a binomial distribution
= Must sum probability for observed value of k, -
and all more extreme values of k Test Statistice’
e Statistical sleuth provides only the AFFECTED -
normal approximation to the binomial, .  UNAFFECT
but SPSS will provide the exact test for Exact Sig. (2-tailed) .0010?
n<30. a. Binomial distribution used.
b. Sign Test

EEOS611

Slide 13 Fisher’s sign test

NOTES:

Sign test in SPSS

M Two-Reiated-Samples Tests

[onaflec) Toat Paf oK i
& Aflocted [sBected] unafiecl J
# Differunce [difeten] Eswia
Besat
Cancel
Halp
Cumant Salecsans Tast Typa
Variagle 1 [ Wicaran [ Gign [ MecMemar
Variatie 2
Dptioes

EEOS611

Slide 14 Sign test in SPSS

NOTES:

Schizophrenia data

Sleuth (Ch 4.4.1 p. ign test: STeuth p. 99
Sleuth presents the large sample approximation; exact
test nossible with hinomial distribution (used by SPSS)

[Msphay 2.2 [

Dite in vo ol et in fleen sets of
twimy T affected by 1

; Frequencies
lae Lsafooof Mool Difcooec iMcremcy q

L (5o . AFFECTED - UNAFFECT Negative Differenced

Posiive Ditrenced '

4

) . AFFECTED < UNAFFECT
b, AFFECTED > UNAFFECT
H © AFFECTED = UNAFFECT

i
|

i

i

i

i

i

i Test Statistice®
i

AFFECTED -
UNAFFECT
Exact Sig. (2-tailed) 00107
a. Binomial distribution used.
b. Sign Test

[Py oy [ pe—rrp—

Paired ttést for equal
difference, two-tailed p=0.006
[See sleuth p. 31]

Slide 15 Schizophrenia data

NOTES:
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Class 8: Sleuth Ch 4 (end) & 5

Assumptions of the Wilcoxon
signed rank test

e Underlying distribution of the differences are
continuous and symmetric about zero
[Hollander & Wolfe p. 43]

e Differences within & between pairs on an
ordinal scale

® Siegel: use large sample approximation if
number of pairs exceeds 25, otherwise use
tabulated values of the Wilcoxon signed rank
statistic
» Note that there are exact tests for Wilcoxon signed
rank tests if there are ties (described in Hollander &
Wolfe p 46-47)

Slide 16 Assumptions of the Wilcoxon
signed rank test

NOTES:

Conclusions (1 of 2)

Chapter 4 Alternatives to the t tools
e Consider using alternatives to the t tools if
» The assumptions are grossly violated or
» The sample sizes are too small to test
distributional assumptions

® Wilcoxon rank sum test
» Appropriate for small sample sizes, but use the
exact tests not the normal approximation
» Appropriate in the presence of outliers
» Ties are not a problem if the ties-correction used
» Not appropriate for samples with unequal
variances (try Fligner-Policello only if the sample

sizes are large) EEOS611

Slide 17 Conclusions (1 of 2)

NOTES:

Conclusions (2 of 2)

Chapter 4 Alternatives to the t tools

® Permutation test
» Appropriate for small sample sizes, when the
Student’s t distribution might not be appropriate
» Does not protect against the problem of unequal
variances (the Fisher-Behrens problem)
= Note that the solution to Case Study 4.1 is based on the
equal variance t test.
® Paired data: tests based on ranks
» Wilcoxon signed rank test: high power efficiency
» Sign test, simple application of the 1-sample
binomial test

EEOS611

Slide 18 Conclusions (2 of 2)

NOTES:
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Class 8: Sleuth Ch 4 (end) & 5

Slide 19 Chapter S: Comparisons among
several samples

Chapter 5: Comparisons
among several samples

NOTES:

ANOVA, Analysis of Variance, the
foundation of experimental design

Slide 20 ANOVA, Analysis of Variance,
the foundation of experimental design

oMost experimental design is based on an
ANOVA framework

eOne can’t really appreciate the need for
proper replication without idering
the implications for testing treatment
effects with ANOVA
» Hurlbert’s (1984) monograph criticizing statistics
in ecological papers is largely a criticism of
inappropriate ANOVA design
> Hurlbert's pseudoreplication is Underwood’s
‘model misspecification’ and both are largely
based on using an inappropriate ANOVA model
eWhile ANOVA is a proper subset of the
general linear model (GLM) and
regression, as we’ll see, the concepts
involving design and partitioning degrees
of freedom are more evident in ANOVA
models

R.A. Fisher,
inventor of
ANOVA

NOTES:

Slide 21 Case 5.1 Diet restriction &
longevity

Case 5.1 Diet restriction &

longevity

NOTES:
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Class 8: Sleuth Ch 4 (end) & 5

Slide 22 Planned comparisons

Planned comparisons

These are a priori contrasts, not a posteriori

olf hypotheses are set in advance, fr—
then you can test at a pre-set alpha
level, without a posteriori (or post
hoc, multiple comparison)
adjustment

» Recall that alpha = P(Type | error)

» See Cook & Farewell (1996, J. Roy. Stat.
Assoc. A). In dose-response studies, no
need to adjust for number of dose
treatments.

eOne large design allows the use of

a more precise estimate of the

error variance

» Separate control vs. treatment t tests are
not powerful

» If interaction effects are evident, separate
tests can be misleading. They can miss
interaction effects.

St ten of plamed gt o ghimpe b e et et stads

NOTES:

Display 5.1
Lifetimes of female mice fed on six different diet regimens

6l

Slide 23

Mﬂa%???%

20 H

10 -

0 T T T

NOTES:

| |
NP N/NBS N/RSO N/RSD R/RSD . N/R4D

lopro

DET

Slide 24 Detonator plots

Detonator plots

Doy 5 s oo ©

Loughin Kansas State Dept. Statistics

dirrmym with ot ks e crmmmem it e sigsibearnty
R

EEOS611

NOTES:
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Class 8: Sleuth Ch 4 (end) & 5

Summary statistics for lifetimes of
mice
Display 5.2, Sleuth 2nd edition page 115

Summary statistics for lifetimes of mice on six different diet regimens

NP 49 3.5 274 6.1 25.6-292

NINSS 57 327 5. 31.3-34.1

N/R50 71 423 7.8 405 - 44.1

R/R50 56 242 429 6.7 41.1-447

N/RSO lopro 56 234 -49.7 39.7 7.0 37.8-41.6

N/R40 ] 19.6 - 54.6 45.1 6.7 43.4-46.8
EEOS611

Slide 25 Summary statistics for lifetimes of
mice

NOTES:

Summary of statistical findings

Case Study 5.1: mouse longevity, 1 of 2

® There is overwhelming evidence that mean
lifetimes in the six groups are different (p-value <
0.001); analysis of variance F-test).

e Analysis of the 5 particular questions are

> (1) There is convincing evidence that lifetime increases
as a result of restricting the diet from 85 kcal/wk to 50
kcal/wk (1-sided p-value < 0.0001; t test)

> (2) There is no evidence that reducing the calories before
weaning increased lifetime, when the calorie intake after
weaning is 50 kcal/wk (1-sided p value = 0.32, t test). A
95% CI for the amount by which the lifetime under the
R/R50 diet exceeds the lifetime under the N/R50 diet is -
1.7 to 2.9 months.

EEOS611

Slide 26 Summary of statistical findings

NOTES:

Summary of statistical findings

Case Study 5.1: mouse longevity, 2 of 2

e Analysis of the 5 particular questions

(continued)

> (3) Further restriction of the diet from 50 to 40
kcal/wk increases lifetime by an estimated 2.8
months (95% CI: 0.5 to 5.1 months). The evidence
that this effect is greater than zero is moderate
(p=0.017, t test)

> (4) There was moderate evidence that lifetime was
decreased by the lowering of protein in addition to the
50 kcal/wk diet (2-sided p value =0.024; t-test)

> (5)There is convincing evidence that the control mice
live longer than the mice on the non-purified diet (1-

sided p-value <0.0001)
EEOS611

Slide 27 Summary of statistical findings

NOTES:
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Class 8: Sleuth Ch 4 (end) & 5

Case study 5.2: The Spock
trial

Slide 28 Case study 5.2: The Spock trial

NOTES:

Case 5.2 The Spock trial

Sleuth, page 117: Dr. Spock’s venire contained only 1

. woman. who was released bv the nrosecution
Display 5.4

Percents of women in 30-juror venires for Boston area LS, District Court
trials, grouped according to the judge presiding

Spock Trial Other Boston Area U5, District Court Judges
udge A B C D E F

064,87
36,50,52,77.86 |68 7797 |63
T0.89 10,34,75,75 43.97 | 1579 |07.35.64.67.95.98

0836 |2027.55 |05.19,25,38.38 48 19,62
0589 |56 0z

[[Legend: 4189 represents a venire with 48.9% women |
1) Is there evidence that women were underrepresented
on the Spock judge’s venires, and 2) Is there evide nce
that there are differences in women’s representation on
the other juries?

Slide 29 Case 5.2 The Spock trial

NOTES:

L.

Parcantage Wenan

Slide 30

eThe perc of
o on the Spock judge’s

" lower than the other
judges (t test of Spock
E judge vs. ‘Other judges’)
E eThere is little evidence to
reject the null hypothesis
of no difference in female

Test of Homogeneity of Variances other judges p=0.32 (1-
Percentage Women way ANOVA)

Levene

1.448 6 3 222 is 15% less on the Spock
T 2 3 v T judge’s venires (95% ClI:
- 10% to 20%)
Judge
e ety —re s= s = porsmew =+ -.— ®Gallagher note: this

judge effect? There are no true poolinglotjicgesicotid]

be called

replicates for the Spock-judge effect. pseudoreplication, but

can be justified as a fixed-

effect NESTED ANOVA

venires were substantially

NOTES:

representation among the

Statistic  dft a2 sig. eThe percentage of women
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Class 8: Sleuth Ch 4 (end) & 5

5.2 Comparing any two of
several means

5.2.1 An ideal model for several-sample
comparisons

Gallagher note: Comparisons among means in
ANOVA can be analyzed using t statistics, with a
new, more precise estimate of pooled error. It is
that pooling, with higher df, that makes ANOVA a
more powerful method than multiple t tests.

Slide 31 5.2 Comparing any two of several
means

NOTES:

5.2.2 The pooled estimate of the
standard deviation, s,
Display 5.6, Sleuth page 120

Pooled estimate of standard deviation; diet restriction data

Group o Sample S S, assumes equal
NP 19 6.1 varlances among
N/NES 57 .l groups
N/RSD i 78
R/RS0 56 6.7 Caleulute the pooled esti-
MNRSD lopro 56 7.0 me of variance, S
NR4D 1] 6.7
2 A9 IHE BT LS (1IN T80 +(86-1 K6 TF + (361N T.00 +{60-1)(6.7)
- 4911+ (5711 AT 110+ (56 1)+ (6] + (60-1)

e 44.647; 5, 44.647 = 6.68
3

343 r
df is the denominator

\ —pdf = 343

Slide 32 5.2.2 The pooled estimate of the
standard deviation, sp

NOTES:

Pooled sd (s,) in t-tests & ANOVA

s, in t tests covered in Chapter 3
“New s, equation

Qb i is just an
) extension of the
)t-test formula
1 1
™ N ny

X\

P
|' 10071 - @)% Confidence Limits for the Differerice Berween Means |

\_ (F2-Fp + iyi1-aw2)SEF,-F)) P,

[ Using ANOVA, obtain a more precise s;, vf’within)

groups MS’, with more df for p values & Cl’s

Slide 33 Pooled sd (sp) in t-tests &
ANOVA

NOTES:
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Class 8: Sleuth Ch 4 (end) & 5

Pooled sd, s, for Case 5.1
s, =V Error Mean Square =V Within Groups MS

o Sample SD

49 6.l

57 5.1

71 78

56 6.7 Calculate the pooled esti
56 7.0 maie of variance, 3

6} 6.7

A9 INE (ST DS (T1-DT8P (561 H6.7) +(56- 1N T.0F + (60-1)(6.7F
L (49=1) (ST + (T 1)+ (S0} + (S0} + (60-1)
_15.313.90

_ ()
T - M5 = JH 64T = 6.68
34 ErE—————EE

b dif = 343
e ' 2943 - 3
> df i the denominator

i

Slide 34 Pooled sd, sp, for Case 5.1

NOTES:

1
QUN averages, sample sizes, and pooled extinate af standard d’tr\‘amna

Pooled

i A estimate of
Avel mos. ) 423 127 Standard

Pooled esuimate of oz 5= 6.68 mos.; dff = 343 (from )

error, from
all
treatments

qt'amymte the extimnate af g - py and its standard rrma

v
SE{ V3= ¥a)

Estimate: ¥y- ¥, = 423-327 = 0.6 months

5 68 """‘IT T
QJ 3% confidence interval for 11y - 1)

1330 975) = 1.96

1.2 months

For a priori
hypotheses, the
pooled sd,s,,
can be used for
p values and
confidence imits
to compare
means 2 ata
time

0 * 73 vihs
05% Cf: 96 + (19612 == 3 months
bt Tl 119 months

est the hypethesis that iy - [y =0

4.6
testat I—' B08 —— Zesided pevalue <0001

Slide 35

NOTES:

ANOVA Tables from syntax

http://www.spsstools.net/Syntax/T-
Test/ANOVA_TablesUsing4Methods.txt

Summary statistics for lifetimes of mice on six dilferent diet reg'i'mu-uc

Liroup n Range (mo]  Average 3D 95% CI for Mean
NP 49 6.4-355 274 6.l

N/NES 57 79-423 32.7 5.1

N/RS0 71 423 7.8

R/R50 56 429 6.7

N/R30 lopro 56 234 -4 393 7.0 7.

N/R40 60 19.6 - 54.6 45.1 6.7 434-46.8

The ent re ANOVA table, nclud ng th
mean square error, can be
constructed from averages, sd’s and
n’s by hand or us ng SPSS syntax

Slide 36 ANOVA Tables from syntax

NOTES:

Page 12 of 23




Class 8: Sleuth Ch 4 (end) & 5

Pooled estimate of standard deviation; diet restriction data

o Sample S
NP 49 [
NNES a7 5l
N/RS0 7 18
RS0 6 6.7 Calenbiie the posled esti-
N/R30 lopro 56 70 et af varianee, A
N/R4D &0 6.7

(4010 17 +

: Never report
Sl o significance
- values this

. 7
— low!
\ > dl = 343 ®
—_— T i the denominaior

ANOVA
Sum of
Squares df Mean Square F  Sig.
Between Groups 12727 5 2545.4 57 5E-043
Within Groups 15314 343 44.647
Total 28041 348

Slide 37

NOTES:

ANOVA from summaries

See Movie in Prometheus, Microsoft Excel

Case Study 5.1
n_i Avei SD_i n_i-1 (n_i-1)*sd_i*2 n*Ave_i n_i*Ave_i*2

49 274 6.1 48 1786.08 1342.6 36787.24
57 327 5.1 56 1456.56  1863.9 60949.53
7 423 78 70 4258.8 3003.3 127039.59
56 429 6.7 55 2468.95 24024 103062.96
56 39.7 7 55 2695 22232 88261.04
60 451 6.7 59 2648.51 2706 122040.6
Sum 349 343 15313.9 13541.4 538140.96

Grand Mean=  38.80057

ANOVA Table
ss df  Mms F p_value
Between Group 12727 5 2545.4 57 <0.0000001
Within Group 15314 43 44.6
s_p 6.681836

See ‘Between groups SS formula’, Sleuth p 144 (Problem 19)

Slide 38 ANOVA from summaries

NOTES:

DATA LIST LIST /n(F2.0) m(£5.1) sd(£4.1).

Slide 39

BEGIN DATA ANGVA
49 27.4 6.1 Sum of ]

57 32.7 5.1 Squares  df MeanSquare F  Sig.

71 42.3 7.8 Between Groups 12727 5 25454 57 5E-043

56 42.9 6.7 Within Groups 15314 343 44647 NOTES-
56 39.7 7.0 Total 28041 348 *
60 45.1 6.7

END DATA.

COMPUTE iv=$CASENUM. . . .
crliasiizoin: The pooled sd is v(Within
XSAVE OUTFILE=XOUT1. .

END L0OP. Groups Mean Square) = VMSE
EXECUTE.

GET FILE=XOUT1.
COMPUTE dv=m.
COMPUTE k=SQR ( (sd**2* (N-1))/2)

1 [ el (This calls the SPSS’s ONEWAY )

IF (id=2) dv=m-k.

EXECUTE .

SUMMARIZE/TABLES=dv BY iv/FORMAT=NOLIST TOTAL
/TITLE='Case Summaries'/CELLS=COUNT MEAN STDDEV
VAR.

ONEWAY dv BY iv.

Page 13 of 23




Class 8: Sleuth Ch 4 (end) & 5

5.3 The One-Way Analysis of
Variance F-test (Spock data)

5.3.1 Extra-Sum-of Squares principle & equal means
model

eDisplay 5.8, Sleuth page 124

®The extra sum of squares is
the single number that
summarizes the difference in
the sizes of residuals from
the full and reduced models,
p. 124

oThis sum of squares, when
divided by the appropriate df,
estimates a variance
» The F statistic assess the p-value of
the equality of two variance
estimates

EEOS611

Slide 40 5.3 The One-Way Analysis of
Variance F-test (Spock data)

NOTES:

‘Extra sum of squares’ F statistic
Sleuth Section 5.3.1

Extra sum of squares =
Residual sum of squares (reduced model) -
Residual sum of squares (full model)

F statistic =
{(Extra sum of squares)/(Extra degrees of

freedom)}
Ozfu” model ™= This variance is often
the ‘within groups’
mean square

TeSted with F{Extra df, Error df full model}

Slide 41 ‘Extra sum of squares’ F statistic

NOTES:

F distribution

Snedecor’s named the F distribution to honor Ronald
Fisher
The F distribution can be regarded as the expected
ratios of variances from samples drawn from the same
normglllgistribution

Four F-ditributioan. haing differrst degrees of fr

These are
probability density
functions, with
area 1.0. Table
A4 (p. 720)

provides the area
to the left of the F

— | statistic for df1 &
e Vel df2

Slide 42 F distribution

NOTES:
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Class 8: Sleuth Ch 4 (end) & 5

ANOVA Table for Spock data

Partition the sum of squares
Analysis of variance table: a test for equal mean percents of women in
venires of seven judges: Spock data

L T

Source of Variation Sum of Squares  df
192708 4% 6 32118 6,72
I 5

6
b 39 47.81
- —%, " @

o
F-Statistic

Y
Mean Square pevalue

K006 |

Between Groups
Within Groups

Total

NOTE: This is 5]

Slide 43 ANOVA Table for Spock data

NOTES:

SPSS ANOVA Table

Case 5.2 Spock trial

ANOVA
Percentage Women
Sum of
Squares df  Mean Square F Sig.
Between Groups 1927 6 321 6.7 .00006
Within Groups 1864 39 48
Total 3792 45

® Three ways to do 1-way ANOVA’s in SPSS
» Analyze\compare means\One-way ANOVA
» Analyze\General Linear Model\Univariate
> Analyze\Regression\Linear

® Each method has its strengths. All produce identical
p values. ANOVA the simplest but least flexible

Slide 44 SPSS ANOVA Table

NOTES:

Case 5.2 ANOVA table, p. 130

Do as separate one-way ANOVAs, t tests with appropriate s, for p-
values or as linear contrast (next chapter)

Complete analysis of variance table for three tests involving the mean
percents of women in venires of seven judges

Slide 45 Case 5.2 ANOVA table, p. 130

NOTES:

Sowurce of Variation  Sum of Squares dr Mean Square  F-Statistic  p-value
1.927.08 [ kel W E 6.72 0000061
e 1,600.63 | 1.600.63 32,14 0000001
Among Others 326,45 5 65.29 137 0.26
Within Groups 186445 39 47.81

Total 3,791.53 45 e
DOOK,
Warning This ANOVA table only appropriate corrected
if judges’ Is regarded as a fixed effect, on the
producing a fixed effect hierarchic (nested) Sleuth
ANOVA (Chapter 16 & Neter et al.) The errata web

Spock judge effect is nested within the judge
effect (Between Groups)

site
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Class 8: Sleuth Ch 4 (end) & 5

Slide 46 ‘Spock judge’ vs. other judges

‘Spock judge’ vs. other judges

Display 5.11, page 129

eCalculate the mean for the . o . NOTES:
other 6 judges (A-F) e s perh i e - - 0 S:
N [T e
oFind and sum the squared Smige L
residuals from that new g g e
‘other- judge’ mean E==w===k SRS

» This pooling may NOT be
appropriate if there is large judge
to-judge variability e

P T T G L

oThen, test that residual sum EEEEERT T
of squares with an extra sur o
of squares F test
Slide 47 ANOVA: robustness to
ANOVA: robustness to assumptions

assumptions

e Normality is not critical. Extremely long-tailed

distributions or skewed distributions, coupled with
different sample sizes present the only serious A
distributional problems NOTES:

® The assumptions of independence within and
across groups is critical

® The assumption of equal standard deviations in the
populations is crucial. Also called the equal
variance assumption, homoscedasticity assumption

(vs. Heterorscedasticity)

® The tools are not resistant to severely outlying
observations.

Slide 48 Assumptions of ANOVA

Assumptions of ANOVA

Not robust to heteroscedasticity! (But Winer et al.

argue that p values are robust if sample sizes equal —
Sleuth appears to have a counterargument) NOTES

Display 5.13, page 131

Success rates for 95% confidence intervals for -1, from samples
simulated from normal populations with possibly different SDs

T 0 a:=10)
nony ony o apeg gy=lap g;=da; 0320, 0;-20, 6,40,
1010 10 954 98.9 999 919 96.8 9.6
20 10 10 95.5 98.7 9.8 84.8 .7 98.9
10 20 10 941 98.7 k) 70 NE.E 998
0 10 2 956 6 99.9 90.4 915 9.9
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Class 8: Sleuth Ch 4 (end) & 5

Diagnostics using residuals

Use univariate General Linear Model

Slide 49 Diagnostics using residuals

i Examine .
£ 4 deviations from NOTES:
£ i the separate
2 i1 | .. mean model
g ! " ! R/IR50
g w0 ! l : NP
g -20 ’ E ’ = N/R40
-30 s lopro
Estimated Mean Lifetime (months)
Slide S0 Detecting problems with residuals
Detecting problems with residuals
Sleuth 5.15: Residuals available with SPSS GLM
: . . :
g i % 3] ol B NOTES:
il i - v 2 ! i " :
&l ot . 3 ' H :
. i, ! : :
(a) . - . {h)
OK Estimated Means Estimated Means Transform
— [C]) s
| PRI | | IR
i HEH : e, 'Trén'd in $pace or
© * . Nop- | .+"" time- ANOVA p-
Tamaed MesCOTIStant Time Order V@IS @tTected
variance

5.6.1 Further illustration of
different sources of
variability

Where the Sleuth authors use graphic displays to
display what those sums of squares represent
and to convince you that most analyses of
variance are really tests for the difference in
means*

*Random effects ANOVA: use ANOVA to test

whether factors, like judges, increase variance
in the response

Slide 51 5.6.1 Further illustration of
different sources of variability

NOTES:
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Class 8: Sleuth Ch 4 (end) & 5

Three sources of variation for data simulated from the equal-means model,
and mean values of averages of squares, from statistical theory

Total variation.
The mean af Avef(¥y-F1]
o (38360

P e
All 36 obwervatinns

Tatal

| 1] 36 residuals Within Greowps:

Slide 52

NOTES:

Variations in the several group problem for data simulated from the
separate-means midel

1 NS N

Population Nembr

SQDOABON

i —
5 —a
Sample Nasibes < 5 — 2
7 S P
B —
I ——
TOTAL . s w

BETWEEN GROUPS

WITHIN GROUPS P—

Slide 53

NOTES:

5.6.2 Kruskal-Wallis
Nonparametric ANOVA

Available in SPSS Non-parametric tests
Resistant to outliers — but susceptible to unequal

variance
Spock trial data, rank-transformed

Judge Rank of venire from smallest (1) 1o largest (46) percent women
Spock's | 2 3 4 3 3 95 1l 16
A & 3l a7 “
B n 26 3 36 41 45
C 4 17 35 135 N 325 35 385 385
¥] 19 28
I 3.5 12 15 25 40 43
I 7 13 18 i) 21 27 29 325 42

K W ANOVA does not permit analysis
of any but the simplest designs

Slide 54 5.6.2 Kruskal-Wallis
Nonparametric ANOVA

NOTES:
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Class 8: Sleuth Ch 4 (end) & 5

Confidence limits & significant
differences

Separate confidence intervals for two group means: are the means
different?

. 4 > P
-

h Case 4.
No evidence

< : 4 Case 3
*.__.’ <  Inconclusive

M 4 [ Cave 2
M 4 Struntg evidence
‘ ’ ‘ ’ < { ase

Canvincing evidence

Slide 55 Confidence limits & significant
differences

NOTES:

Statistical vs. Scientific
significance
Always report the effect size (don’t just report ‘significant’ or NS)

® Deming: report effect sizes for tests

o Many statistically significant results are
trivial ecologically (or chemically or socially).
» All null hypotheses are wrong: y, = p, and the p-
value is often dependent on the sample size
= A p value of 0.00001 may not be ecologically meaningful if
there is only a 1% difference in effects and at least a 5%
difference causes changes in the ecosystem
e Tests with large p values may be consistent
with important ecological effects
» What is the probability of Type Il error?

Slide 56 Statistical vs. Scientific
significance

NOTES:

When is an effect ‘random’?
See Sleuth Page 136-138: ‘The Random Effects model’

e The differences among subgroup means is NOT of
intrinsic interest.

» You may be interested in whether the effect changes from
day to day — i.e, estimating day-to-day or ‘among day’
variance — but you are not interested specifically in the
differences on any pair of days

e |f the number of levels of a factor is small relative to
the total possible levels of a factor (not the case
with district Judges since ALL were sampled)

® Are the subgroups a representative or random
sample of some larger group?

EEOS611

Slide 57 When is an effect ‘random’?

NOTES:
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Class 8: Sleuth Ch 4 (end) & 5

Quinn & Keough (2002, p. 176) on
Fixed vs. Random Factors

Random effects models allow inferences to a larger

nooul

Pop

elnvestigators use only a
random subset of the 3
possibly causal levels of a

factor (or factors) and wish to Experimantal Design
mAllil,!l! for Blologists

make inferences to all
possible levels of the factor
» e.g., EPA selects a random
b. le of zi i i
streams and analyzes the date with
a random-effects model
eQ & K: random or at least
haphazard selection of
experimental or observational

units is essential EEOS611

Slide 58 Quinn & Keough (2002, p. 176)
on Fixed vs. Random Factors

NOTES:

Comparing Spock with the other
judges: Fixed or random effects?
Is the judge effect fixed or random?

o Type | ANOVA: Fixed effects ANOVA: test for
differences in the averages among groups

o Type Il ANOVA: Random effects ANOVA: test
differences in variances due to the group classification

® Mixed model: Fixed & random factors

o Note
> The calculations are often identical for random and fixed-effects
ANOVA, but the interpretations are different
> Factorial ANOVA (>1 factor), the F statistics differ among
models, with a different denominator mean square for random
factors

> The inference allowed differs among models

Slide 59 Comparing Spock with the other
judges: Fixed or random effects?

NOTES:

5.17 Reproduce Display 5.9

Solution as a one-way ANOVA problem
Type I: There is at least 1 difference in the average
percentage women jurors that is greater than expected
by chance
Type lI: There is more judge-to-judge variability in %
female voters than expected by chance

Display 43

Anal ariance talile: 3 fi fur squal mvan pereeats of momen in
vemires af seven fuiges; Spock data

NOTE: This br s,

Slide 60 5.17 Reproduce Display 5.9

NOTES:
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Class 8: Sleuth Ch 4 (end) & 5

District judges: Random?

If the judge effect is a random factor, this design is
pseudoreplicated and invalid. But, the judges are NOT
a random subset of a larger class of judges. These 7
judges represent all of the judges. The model is a fixed
effect design

Complete analysis of variance table for three tests involving the mean
percents of women in venires of seven judges

Source of Variation  Sum of Squares  dff Mean Square  F-Siatistic p-value

Between Groups 1,92 672 0000061
Spock v. Others el '} 0.000001
Among Cithers 1.37 026

Within Groups

Total

Spock judge effect

PSS [
ANOVA uses an inappropriate
denominator mean square for the

Slide 61 District judges: Random?

NOTES:

Fixed vs. Random effects
Underwood (1997): Fi

Ky=p+d,

where X is jth replicate in ith weatment (ith Jevel of factor A f= 1.4,
A, is difference between ith level of factor A and overall mean of all level
{44}, &, is the deviation of replicate / in ith sample from the mean of |
population

Fixed factor.

By definition:

Y=o

i estimates
isee Section 7.6}

ny (4= A
=1
T -

Among treaiments

LR

‘Within treatments

7+ ki

where &3 indi fixed di ez, all

in the experiment.

Slide 62 Fixed vs. Random effects

NOTES:

Fixed vs. Random factors

Underwood (1997): Random factor (Model II) 1-way
Random factor:

£($54)-0

f=l

= =i
experiment, 4; values as sampled may not sum to zero,

Analysis of vanance Mean square cstimates
Among treatmants a; +noj,
Within treatments

where o3, is the variance of (he population of 4, values sampled in
your experiment,

Meaning you expect 3 A, = 0 on average, over many experiments, but in a single

Slide 63 Fixed vs. Random factors

NOTES:
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Factorial ANOVA

Tables from Underwood (will be covered in Sleuth

AAE A\

0 o Cacors el

S of vatsime [ p— e

PRSP T ST P

-
e e

1 R =
e enia s m ASR

el e Restal

EEOS611

Slide 64 Factorial ANOVA

NOTES:

Mixed Model Nested ANOVA

A 1 in 67 chance of observing such a difference by

chance
Tests of Between-Subjects Effects

Dependent Variable: Percentage Women
Type Il Sum

Source of Squares df Mean Square F Sig.
Intercept Hypothesis 20003 1 20003 293
Error 273 4.003 68°
SPOCK Hypothesis 1537 1 1537 216 -015
Error 236
CODE(SPOCK)  Hypothesis 326
Error 1864

a. 1.167 MS(CODE(SPOCK)) - .167 MS(Error)
b. 1.337 MS(CODE(SPOCK)) - .337 MS(Error)
MS(Error) /METHOD = SSTYPE(3)
i i /INTERCEPT = INCLUDE
Th's. model is not JCRITERIA = ALPHA(.05)
appropriate because the R o code
judges are not a random /DESIGN = spock code(spock) .
subset of judges

UNIANOVA
percent BY spock code

Slide 65 Mixed Model Nested ANOVA

NOTES:

Counterfactual conditionals

Modus tollens
Modus tollens If the Spock judge’s venire
Hypothesis: were due to chance, then

F=1.0
irATELE Observe F=22 (p=0.015,
Observe ‘Not B’

F1.33
Then conclude: ‘Not A’ [Reject null] Counterfactual conditional
If the juries were chosen by
chance and the judges were
a random subset of judges
AND we know that the judges
were NOT a random subset
of judges. Then F=1
Observing F>1 doesn't allow
us to conclude anything
about the fairness of the jury
selection

Counterfactual conditional
If A then B

No inference possible about the truth
or falsity of A can be inferred from
observing either ‘B’ or ‘Not B’

Slide 66 Counterfactual conditionals

NOTES:
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Conclusions

(1 of 3)
e ANOVA tables can be created from summary
statistics

® Assumptions:
» Homoscedasticity
= Levene’s test a rough guide
= Boxplots or residual plots are the standard tools for
assessing homoscedasticity (equal variance among
groups)
= Spread vs. Level plots
» Independence of errors among groups a key
ANOVA assumption
» Normally distributed errors (not underlying data) not

crucial EEOS611

Slide 67 Conclusions

NOTES:

Conclusions

(2 of 3)
® An ANOVA is more efficient & powerful than
multiple, separate t tests
» The ANOVA error MS (=within groups MS)
provides a more precise estimate of the
population standard deviation [It is not a smaller
estimate of error {it is an unbiased estimator})

e Kruskal-Wallis ANOVA is the rank-based
analogue of 1-way ANOVA and is resistant
to outliers but not unequal spread

» Ties correction must be used

» Effect sizes, hierarchic structure, and covariates
difficult to handle

Slide 68 Conclusions

NOTES:

Conclusions

(3 0f 3)

o ANOVA tests for difference in means (fixed
effect) or whether o= 0 (random effect) or
both (mixed model)

® Fixed vs. random effects

» The choice of fixed vs. random effects is often
crucial and depends on whether the factor levels
(judges in the Spock example) represent a random
or representative sample from some larger
statistical population

» The F statistics and interpretation of the results
sometimes change depending on whether fixed or
random effects are chosen EEOS611

Slide 69 Conclusions

NOTES:
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