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Assgnment

REQUIRED READING

! Laren,R.J. and M L. Marx. 2006. An introductionto mathenatical $atigics andits
applications, 4" edition. Prentie Hall, Upper &ddleRiver, NJ. 920 pp.
Real All of Chapte 11
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Understanding by Desgn Templates

Understanding By Desgn Stage | — Desired Results Week 11
LM Chapte 11 Regesson 8/9/11 Tu - 8/15/11 M
G Established Goals

. Fit an ordinary leag squaresregession line with appopriate cotfiderce limits

. Graphially asessthe gpoodnesof fit of a regesson

. Use a sandard curve with inverse regression to find expeciedvalues

. Find the Rear®n, Speaman’srho ard Kendall’s tau carelationsfor paired chta

U Under stand

. The etynology of regession is bagd o regesion to the meanwhich givesrise to
the regesion fallacy, one d the most common error in gatistics

. The magnitude d R? is a poor way to judge te adkcuacyof a egesion model

. The dstinction betweenindeperdent and carelated variables

Q Essential Questions

. Why are children’s haghts, ; average, doserto the mean than that of ther parents,
andif thatis the cas, why does’t the rarge of heichtscortract?

. What ae theassimptions of Q.S regeesson?

. How should redicakesbe alocaedfor producing a ¢andard curve?

K Students will know how to define (in words or eaiations)

. Allometric regresson, Anscombes quarte, confidenceintervals for egesson,

exponential regression, fiduciad bounds, Hteling-Woking interval, inver se
regression, logarithmic regression, logistic regression, OL Sregression, Kendall’s
, Pearsa’s r, R?, logarithmic regression, prediction interval, regression,
resdual, residual plot, regression to the mean, Spearman’s ae
S Stulerts will be able to

. Write Matlab progams to fit the OB linea, exponatial, and bgarithmic regresson
mocdckelswith corfiderce limits

. Graphically asess the goodness of fit of a egesion madel

. Use invere regession to find the exectedvalue d an urknown with fiducial limits

. Assessthe @uality of two dopes with a test withn+m-4 df

. Assess thaul hypothesis thet the correlation between variables is 0
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Understanding by Desgn Stage Il — Assessnent EvidenceWeek 11 8/9 Tu -8/15 M
Chapte 11 All (P 647731) Regesson
. Paost in the dscussion sedion by 8/17/11 W
. Find an exarple in your own field or the ppular press of a regession analsis
ard de<ribe it with a link to the aticle.
. HW 4 Problems due Wechegday 8/1711W 10 PM
. Basic problems (4 problems 10 mints)
. Problem11.2.8 ugg datafrom 8.2.11. We ase studyl1.2.1, 11.2,2 (or
the nmore canplicaed11.2.3) asa nodel

. Problem11.2.20 Radiocetive gold cleaane, p 671672. Sole for the
half life usingcase studyl1.2.6 as a motle

. Problem113.2 usng ca® gudy 11.3.1 or 11.3.2 asmocels[No reed to
consider weipted r@resson]

. Runthe Matlab correlation plot simulation & note the effects of outliers,
post al-paiegraph sumnary of your conclusions
. http://www.dar tmouth.edu/~r aj/intr o-stats.html

. Advanced problems (2.5points each)
. Problem Analyze Moore’s Law trarsistor count data ard test whether

transisorsper dip hawe been doublhg every two yeas throudh 2010.
Use LMcs110204 4th.m as a nodel

. http://en.wikipedia.or g/wiki/Tr ansista _count
. Problem
. Maste problems (1 aly, 5 points)
. Red Cae Sudy 11.2.2 with data @ ocial secuity cods from 1937 to

2008, awailable at

http://en.wikipeda.org/wiki/Social_Security %28United _States%29

. Fit alogarithmic model and préict SocialSecuritycostsfor
2015

Introd uction to Regresion

Chapte 11 isone of myfavorite cdhaptesin Larsen & Marx (2006) but it is nat one of my
favorite chaptes on regesson andysis. Matlab and regesson aremadefor eat other butlhe
link is linear agebra and Larsen & Marx don’'t expresslinear regresson using matrix notation. It
is pretty smple.

REGRESSION IN MATRIX NOTATION

This section is drawn from two sources: Draper & Smith (1998)andSearle(1982) A
regressionequation with one explanatory variable can be expressed a:

Y, = byxyytbyx,; ve, (1)
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Now ddinethe following marices ard vectors:

N X100 *n €
Vs Xy X2 by €
y = , X = b = ,ande =
b,
| v | | N0 Anr | € |

Then, equation (1) can be written in matrix terms as:
y=Xb+e (2)
By convention, variables indicating vectors or matrices are usually bolded

The first column of the X marix is setto all onesin order tofit the Y intercef. In some Matlab
regesson functions you must add thérst column of 1. Other Matlab regresson functionsadd
the onefor you.

Estimation by least squares

The sum d squaed residuals for equation (2) is (y-Xb)'(y-Xb) =€'e. The apotrophesindicate
the wse ofthe matiix transpose (uming the matrix or vectoronits sde © that the ravs becone
coumns ard vice wersa). The matrix mutiplicaion e’e will produce asingle number snceeis a
column \ector The regession palmameteregimatescan be btainedusng the bllowing matiix
equdion:

b = (X'X)'XYy. (3)

In this equaon, cdled the normal equation, (X’ X)* indicatesthe nvers ofthe sjuare natrix
XX, which in thecase ofordinary least squares regressian (OLS) with a sinde explanaory
variable will bea 2x2 mé#ix. It is posible to indude manyexplanatoryvariables in a rgresson
and thesameequadion (3) would be used to sadvfor the rgresson paraneters. Aregesson
analysis with 10 exdanabry variablesanda yintercep would have an 11x 11 sjuare natrix

X' X.

Singular explanatory matri ces

In order to sole for &, it must be possle to cdculatethe nverse of XX, cdled the sums of
squaresandcross productsmatix. Thisisn’t an ssue with a sngle expgantory variable,but it
can be aproblem f more tha one &plandory variable is used if theexplanatoryvariables are
strongy correlded or a&e linear functonsof other corbinaions ofexplanatoryvariables. The
X' X matrix will then be @lled singilar or not full rank, ad it an inverse ca not be alculated.
If there @e strongcorreldion paternsamongthe explandory variables, the X’Xmatix may be
cdled ill conditioned.
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Matlab soles the normiaequdion usingthe following matix notaton, with the bakslash \
operator being specfific to Matlab®:

b = X\y. (4)

The expected vaues for a regression equation can be obtained using:
J=Xb. (5)

Theresiduals can be obtained by subtaction of vedors:
Residuals = e =y -9 =y -Xb. (6)

You can perform aregressionin Matlab and plot the results is just 4-7 Ines, with one of thase
lines being a sort function to make sure that the prediction line plots properly.

% asume xis a \ectorfor a sngle expganabry variable aml Y is the egons variable
x=X(:); % conerts x to a olumn \edor (if it isn’'t already a wlumn \edor);

r=length(x); % needed to areate the correct column vector of 1's
X=[repmat(1,r,1) X]; % repmat writesacolumn of dl 1's

B=X\Y % Bis a 2 x 1 edor contaning the Y intecept and slope
Yest=X*B;

[Xsorted,i]=sort(X:,2));

plot(X(:,2),Y, sk’,X sorted,Yest(i),*r");
Resd=Y-Yeqd;

plot(X,Resd,’0’);xlabel(*X "), ylabd(‘Residual)

The 2ort function is needed because the pgredcted line will be jaggedfor a ron-monotonic x
vedor.

CASE STuDY 11.2.1 RoD WEIGHTS

A manufature of air conditoners ishavng 7 : e 1121
problemsbecaus toomanyrodsused inthe ar
conditioners are too heavy. They need a predictive
model for the finished weight based on the rough
weight. Using marix algebra ard Matiab
(RScs110201_4thm), it is draightforward to find
the rggresson equaion to pralict finished weight
from roudh weidht (s2eHgure 1).

y=0.308 + 0.642 x

Weight

" Rough Weight

Figure 1 Theregesson of finished weidnt
vs. Rough weight.

At the Matlab prompt, type hep midivide for a desciiption of Matlab’s backslash
operdor.



The esdual plot (Figure 2)indicatesno problems
with the regesson.

CASE STuDY 11.2.2 SOCIAL SECURITY

Socialseaurity costsfrom slected yeas from 1965
to 1992 are dotted ard aralyzed with regession as
shown in kgure 3.

Theresidual plot, shownin Hgure 4, reveals a
distinct concawe-up pattern in the dcata.

vvvvvvvvvvvvv

Figure 3 The egession of Social Secuity
cosgts in $hillions plotted vs. yearsnce
1960.
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Figure 11.2.2
T T

Rough Weight

Figure 2 Resdualsvs. Rough Weight.

Figure 4 Redduals vs Yearfor Social
Security costs.

CASE STuDY 11.2.4 CHEMISTS RECOVERING CAO

This cae studyases®s vwhethe the resultsrom
two chenistsindicate more tha random ariation.
Figure 5shows the relationship betewen CaO
recoveral (in mg and CaO present (in mg

Figure 5 CaOrecovered (mg) vs. CaO
present (my A squaresymbol indicates the
single sample analyzed by chemist B.



Theresidual plot shown inifure 6 showthe

residual for Chemist BA conwex hull surroundsthe

residuals fochamist A. Clealy chamist Bs
recovery of CaO exceeded that of chemist A.

CASE STuDY 11.2.4

This ca® gudy, programmed as

LScsl10204 4thm, isanexanple of an
exponetial regesson. As shown in kgure 7, the
trarsistors per chip hasapparently increagd
exponertially with yearsance 1975. Davd Moore,
one d the founders of Intel, predcted in 1975 that
the rumber d trarsistors perchip should double
everytwo yeas. Larsen & Marx (2006, p 664 &
666) cite thewidely misquoted gtimate that dips
should double every 18 morths According to
Wikipeda's ertry on Moore’s law, Moore has
statedthathe rever predctedan B8-morth
doubling.
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Figure 6 Resdual plot indicating the 9
samples processed by chemist A,
sorrounded by a convex hull, and the sngl
sample processed by chemist B.

Figure 7 Theexponatial regresson
betweentrarsistors per chip ard years after
1975.
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