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Assignment 

REQUIRED READING 

! Larsen, R. J. and M. L. Marx. 2006. An introduction to mathematical statistics and its 
applications, 4th edition. Prentice Hall, Upper Saddle River, NJ. 920 pp. 

" Read All of Chapter 12 & 13, 
" Chapter 14.4 Kruskal Wallis ANOVA & 14.5 Friedman ANOVA 
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Understanding by Design Templates 

Understanding By Design Stage 1 � Desired Results Week 12 
LM Chapter 12 & 13 The Analysis of Variance 

G Established Goals 
�� Become familiar with ANOVA, the foundation of experimental and survey design 
U Understand 
�� Model I ANOVA uses the ratio of variances to test for difference in means. 
Q Essential Questions 
�� What is the difference between a Model I and Model II ANOVA? 
�� Why can�t all possible pairs of groups be tested at Æ=0.05 
K Students will know how to define (in words or equations) 
�� ANOVA types (randomized block, factorial, Friedman, Kruskal-Wallis, Model I and 

Model II, One-way), Bonferroni, Box-Cox transformation, linear contrast, multiple 
comparisons problem, orthogonal contrasts, pseudoreplication, ScheffØ multiple 
comparisons procedure, Treatment Mean Square,Treatment Sum of Squares, 
Tukey-Kramer test (Tukey�s HSD), LSD 

S Students will be able to 
�� Perform parametric and non-parametric ANOVAs, including 
�� Graphically and statistically analyzing the equal spread assumption 
�� Setting up and performing linear contrasts among ANOVA groups 
�� Pereform the appropriate a posteriori ANOVA test 

Understanding by Design Stage II � Assessment Evidence Week 12 8/16-8/22 
Chapter 12, 13 & 14 (Kruskal-Wallis)  The Analysis of Variance 

�� Post in the discussion section by 8/22/11 T 
�� Any questions on the final exam. 
�� The final exam will take place between 8/23 & 8/25 

Introduction 

When I planned the revision of EEOS601 several years ago, I considered two drastically 
different types of course. One was this course, based on a strong foundation in probability, 
moving to hypothesis testing and finishing with ANOVA. The alternate approach that I almost 
followed was to use George Cobb�s 1997 textbook, The Design and Analysis of Experiments 



Figure 1. Cobb�s 1997 book 
begins with a split-plot 
ANOVA design and ends 
with t tests. 
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(Figure 1).  In that remarkable text, Cobb, professor emeritus at 
Mt. Holyoke, begins chapter 1 with a factorial ANOVA to teach 
the fundamental principles in analyzing real data.  In a way, Cobb 
works backwards through the traditional introductory statistics 
curriculum, finishing with t tests near the end of the book (p 733). 

ANOVA stands for analysis of variance. A one-factor or one-way 
ANOVA involves one factor with two or more levels. As shown in 
Larsen & Marx (2006), an independent samples t test is equivalent 
to a 1-factor ANOVA with two levels, only the test statistic is a 
Student�s t statistic whereas ANOVA uses an F statistic. The test 
statistics and p values are closely related in that the F statistic with 
1 numerator df is the square of the t test�s t statistic and the p 
values for the F and t statistics are identical. A factorial ANOVA, 
covered in Larsen & Marx Chapter 13 involves two or more 
factors with two or more levels of each factor. Factorial ANOVA 
is the key design for experiments because it can assess the 
interactions among variables, say for example the interacting 
effects of salinity and temperature on animal growth. 

A randomized block ANOVA is a subset of factorial ANOVA in which the block is designed to 
reduce the contribution of the blocking factor in estimating the error variance, producing a much 
more powerful design. In agricultural experiments, fields are often the blocking factor. Fertilizer 
levels might be set on different fields, and field-to-field differences are not the primary objects 
of study. It is always important to assess the potential interaction of blocks and other treatment 
levels, which usually requires that the treatments be replicated within blocks. Tukey devised an 
additivity test that allows for block x treatment interactions to be assessed with unreplicated 
designs. 

In a split-plot ANOVA, introduced by Cobb (1997) in Chapter 1, full replication of treatment 
levels isn�t possible so treatments are divided into whole plots and subplots. For example, 
experiments involving temperature or humidity might be conducted in greenhouses, which 
would constitute the whole plot, while different strains of plant might be tested within each 
greenhouse (the subplots). 

In a nested or hierachic ANOVA, the experimental units are nested within treatment levels. For 
example, a study of predation among the animals that live within mud and sand (i.e., the soft-
bottom benthos) might involve replicated 1-m2 quadrats in which a predator has been added. The 
benthic animals are sampled using 1-cm2 cores. The quadrats are the experimental units, nested 
within treatments. The 1-cm2 cores are sampling units nested within the experimental units, the 
quadrats. 

In a repeated measures ANOVA, the same individual or plot is sampled through time. Drug 
trials often involve the same individuals receiving different treatments. The repeated measures 

IT
Stamp
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design, by controlling for individual-to-individual variability produces much more powerful 
designs than if separate individuals were sampled. 

Principles of ANOVA design 

# Design the experiment or survey after identifying the hypotheses and specify the 
statistical tests BEFORE collecting data (a priori ) 

# Do a pre-test or preliminary survey 
# If the variance is unknown, consider doing a preliminary experiment to calculate 

power for the full analysis 
# Also, a pre-test will allow covariates and problems to be identified 

# Do a power analysis based on literature data or a preliminary survey. 
#� Ensure that the number of experimental units assures sufficient power so that any 

results obtained are unlikely to be due to chance (the positive predictive value is 
different from the Probability of Type I error, Ioannidis (2005)) 

#� If constraints don�t permit a sufficient number of samples 
# Use a different measurement procedure, less prone to error 
# Reduce the mean squared error through blocking or stratification 
# Use a repeated measures design 
# If sufficient power still can�t be attained, stop & pick a new research 

problem. 
#� Endeavor to create balanced designs with equal number of replicates at each combination 

of treatment and block levels 
# ANOVA is robust to unequal spread (i.e., heteroscedasticity) if the design is 

balanced (Winer et al. 1991) 
# ANOVA tests for difference in means (fixed effect) or whether (ó i

†+ó †)/ó †=1 (random 
effect) or both (mixed model) 

# Fixed vs. random effects 
#� The choice of fixed vs. random effects is often crucial and depends on whether 

the factor levels represent a random or representative sample from some larger 
statistical population 

# The F statistics, the interpretation of the results, and the extent of statistical 
inference often change depending on whether factors are fixed or random. 

# Avoid pseudoreplication (Hurlbert 1984) 
# Pseudoreplication, a term coined by Hurlbert is also called model 

misspecification, has two causes: inadequate replication at the design stage, or 
# Using an inappropriate model especially the wrong ANOVA model with an 

inappropriate error mean square and error d.f. 
#� Examples of model misspecification 

# Failing to use a repeated measures design for longitudinal data 
# Confusing factorial and nested ANOVA 
# Inappropriately pooling terms in a nested, randomized block, or factorial 

ANOVA 
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#� The alpha level for hypothesis tests (i.e., the critical values) must be set in advance. Tests 
and hypothesis, as far as possible, should be specified in advance. A priori  hypotheses, if 
a small subset of the possible tests that might be performed, can be tested at the 
experiment- wise alpha level, usually Æ=0.05. 

#� Patterns which reveal themselves after the data have been analyzed, or even graphed, 
must be assessed using an appropriate multiple comparison procedure that reduces the 
test Æ to maintain the experiment-wise or family-wise Æ level (usually Æ=0.05) 

#� After writing down the hypotheses to be tested and the tests to be performed, graph the 
data and critically look for violations of the assumptions, especially unequal spread 
# Use boxplots & Levene�s tests to assess unequal variance & detect outliers 
# =unequal variance = heteroscedasticity = heteroskedacity = lack of 

homoscedasticity�
# Unequal variance is best revealed by box plots�
# Unequal spread can be tested with Levene�s test�

# Transform the data to correct unequal spread 
# % transform for Poisson-distributed counts, log (X+1) for logarithmically or 

log-normally distributed data 
# Logit (log (p/(1-p)) transform or arcsin %P for binomial data 

# Perform the ANOVA 
# Assess higher order interaction effects and analyze the influence of outliers 

# Graphically display residuals vs. expected values & assess 
heteroscedasticity (again) and effects of outliers 

# Note that an outlier is only an outlier when compared to an underlying 
probability model 

# Use appropriate rules for pooling sums of squares to produce more powerful tests of 
lower order interactions & main effects 

#� Examine the data for outliers, but 
# Never remove outliers without strong justification 
# Examine data notebooks to find out if there were conditions that justify treating 

outliers as a different statistical population (e.g., different analyst or different 
analytical instrument) 

# If the outlier�s removal might be justified 
# Do the analysis with and without the outlier 

# If the conclusion remains the same, leave the outlier in, 
unless it has caused a major violation in assumptions 

# If the conclusion differs, drop the outlier and all similar 
data 

# If there is no reason for removing the outlier 
# Use rank-based methods, like Kruskal-Wallis or Friedman�s 

ANOVA which are resistant to outlier effects 
# Report the results with and without the oultier 

# Evaluate null hypotheses, report p values & effect sizes 
# Multiple comparisons procedures, from most to least conservative 

#� ScheffØ: must be used whenever more than one group is combined in a linear 
contrast, more conservative than Bonferroni 
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# ScheffØ multiplier: 
# %[(I-1)F (I-1),d.f.,.(1-Æ)] 
# Where, I is number of groups, d.f. =error df, F(I-1),d.f.,(1-Æ)  is 95th 

percentile of F distribution 
# Bonferroni: insufficiently conservative for all possible linear contrasts, but the 

most conservative for pair-wise contrasts 
# Tukey�s Honestly Significant Difference (HSD), also called Tukey-Kramer if 

sample sizes are unequal 
# Student-Newman-Keuls More powerful than HSD 
# Dunnet�s, appropriate if there is a control group 
# Tukey�s LSD with F-protection: Use LSD if the overall F statistic is significant; 

not sufficiently conservative 
# Report all relevant p values and df needed to reconstruct the ANOVA table 

# Hurlbert (1984): it wasn�t clear in the majority of ecological studies what test 
was performed 

# Avoid the significant/non-significant dichotomy (see Sterne & Smith (2001)) 
# Summarize the results of the ANOVA in the text, table or figure. It is unlikely that a 

journal will allow both a table and figure, but summary in the text is essential 
# Report the effect size (i.e., difference in means with 95% confidence intervals) 
# Report negative results, (e.g., failure to reject the null hypothesis) 

Fixed Effects ANOVA 

A fixed effects ANOVA tests for differences in means by testing the treatment mean square over 
the error mean square. Larsen & Marx Theorem 12.2.1 provides the expected value for the 
treatment sum of squares: 

Theore m 
12.2.5 describe 
s the standard F test for testing whether means among treatment levels in a one-factor ANOVA 
are different. 
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The results of an ANOVA are usually presented in the form of an ANOVA table, showing the 
key F test, the treatment mean square divided by the error mean square. 

A priori & a posteriori tests 

For all but the simplest ANOVA results, if the null hypothesis is rejected, say ì 1 =ì 2=ì 3, there is 
still interest in finding out which differences led to the rejection of the null. If the experimenter 
has followed proper procedures, the key hypotheses should have been set in advance. They can 
now be tested using powerful tests such as the F-protected least significant difference or linear 
contrasts.  These tests can be performed at an Æ level of 0.05, or whatever the accepted Æ level is 
for the study. 

If the tests haven�t been specified in advance, then the Æ level must be adjusted for the number 
of possible comparisons that could have been performed. The most common multiple 
comparison procedure is also just about the most conservative, the Bonferroni procedure. If 

there were 5 groups, there are or 10 different ways the groups can be compared 2 at a time. 

In the simplest version of the Bonferroni correction, the Æ level would be divided by the number 
of possible tests or 10. To maintain an experiment-wise of family-wise alpha level of 0.05, each 
test must be performed at the Æ/Number of tests = 0.05/10 =0.005 level. Without this correction, 
the probability of rejecting the null hypothesis after performing 10 independent tests is not 0.05 

10 10but is instead Æexperimental  =1 - (1-alpha test) =1-0.95 =0.4013. If the alpha level is divided by the
number of tests, the experiment-wise alpha level is maintained: 1-(1-0.05/10)10 = 0.0489. 
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If the investigator compares averages of more than one treatment group, even the Bonferroni 
correction is inadequate to properly protect against multiple hypothesis testing. The ScheffØ 
procedure is the only standard procedure for adjusting Æ levels for unplanned linear contrasts. 

There are dozens of other multiple comparison procedures that have been proposed. Quinn & 
Keough (2002) provide a nice summary. The Tukey-Kramer honestly significant difference 
(HSD) is one of the most widely used. The Student-Newmann-Keuls test, based on the 
studentized range is more powerful than the HSD. 

If there is an unplanned comparison with a control group, then Dunnet�s procedure is 
appropriate. Since there are fewer pairwise comparisons when one must be the control group, 
Dunnet�s procedure is more powerful in detecting an effect. 

Case Studies 

CASE STUDY 12.2.1: DOES SMOKING AFFECT EXERCISE HEART RATE? 

Table 12.2.1 

Twenty four individuals undertook sustained physical exercise and their pulse was measured 
after resting for 3 minutes. The results are shown in Table 12.2.1. With this experiment, we 
should set our null hypotheses in advance, and they are: 
H : ì  = ì  = ì  = ìo HR Non-Smokers  HR Light Smokers HR Moderate Smokers HR Heavy Smokers 

H :a ì  HR Non-Smokers < ì  HR Light Smokers < ì  HR Moderate Smokers < ì HR Heavy Smokers 

Tests of assumptions 

The main assumption to be tested with these data is homoscedasticity, or equality of variances 
among groups. This will be tested with a box plot, and if there is an appearance of 
heteroscedasticity, or unequal variance, then by the formal Levene�s test. A Levene�s test 

IT
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performs another ANOVA on the absolute value of the deviations from the means among 
groups. There is an m.file submitted by A. Trujillo-Ortiz and R. Hernandez-Walls to the Matlab 
user�s group that performs the Levene�s test using the absolute value of the difference between 
cases and group means. There are two other common ways for performing the Levene�s test: 
squared deviation from group means and absolute value of deviations between group medians. I 
suppose one could calculate squared deviation from group medians as well, but I�ve never seen 
that proposed. 

I used the Box-Cox transformation procedure on these data to find out what transform was 
appropriate. As described in my handout 2 (statistical definitions), the Box-Cox procedure will 
test a family of transformations including the inverse, power, log, and square root 
transformations. Using a user-contribued m.file by Hovav Dror on the Matlab file exchange, the 
lambda parameter can be found. 

A priori hypotheses 

There are many tests that could be peformed with these 4 categories of smoking. There are , 

or 6, two-at-a-time contrasts (e.g., Non-smokers vs. Heavy Smokers). There are 7 simple linear 
contrasts, 4 1-group vs. three-group contrasts (e.g., A vs. B+ C+D) and 3 two-group vs. two-
group contrasts (e.g., A+B vs. C+D). There are 8 ways that groups can be compared 3 at a time 
(e.g., B vs. CD or C vs. BD). Thus, there are 6+4+3+8 or 21 ways the four groups of data can be 
compared using simple contrasts and more possible ways to analyze the data with more 
complicated linear contrasts. For example one could hypothesize a linear trend among categories 
with heart rate increasing with contrast coefficients -3/2, -1/2, 1/2 , 3/2 or one could test for a 
hump-shaped pattern in heart rate with a quadratic orthogonal polynomial -3/2 -11/6 -1/6 7/2. 
The linear and quadratic contrasts are set to be uncorrelated or othogonal. There is a wonderful 
program, called orthpoly.m in the stixbox.m free toolbox for Matlab that allows the calculation 
of othogonal polynomials of any degree for an input vector like 1, 2, 3, 4. If we had actual data 
on packs smoked per day, we could have used that data to set up an orthogonal contrast. 

To keep the analysis simple, I�ll just request five linear contrasts. The first tests whether the non›
smokers differ from the weighted average of the non-smoking group. We will set a one-sided 
alternative hypothesis in that our strong expectation is that the smokers will have a higher heart 
rate. 

H : ì  = ì  + ì  + ìo1 HR Non-Smokers  HR Light Smokers HR Moderate Smokers HR Heavy Smokers 

H :a ì  HR Non-Smokers < ì  HR Light Smokers + ì  HR Moderate Smokers + ì HR Heavy Smokers . 

The second a priori hypothesis simply tests whether there is a difference between the Non›
smokers and Heavy Smokers. Again, we will use a one-sided alternative hypothesis. 

H : ì  = ìo1 HR Non-Smokers HR Heavy Smokers 

H :a ì  HR Non-Smokers < ì HR Heavy Smokers . 



Figure 3. Notched boxplots f
groups. 1 is non-smoking, 2, lig
moderate and 4 Heavy.
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Just for interest�s sake, I�ll also test the contrasts for a linear trend and quadratic trend in the 
smoker data. The first of these will be tested against a one-sided alternative. I have no prior 
expectation about the 2nd pattern, but I expect that it will be there. It could be a concave-up 
hump-shaped pattern or a concave-down hump-shaped pattern. For a publication, I wouldn�t do 
this because we haven�t established that smoking effects should be analyzed as an interval-
scaled variable and we have little justification for proposing the 1-to-4 scale.  All of these 
contrasts will use Gallagher�s lcanova program, which tests linear contrasts with Matlab�s 
ANOVA programs.  The contrast matrix will be: 
Lmatrix= [   -1 1/3  1/3 1/3 

-1 0 0 1 
-3/2 -‰ ‰ 3/2 
-3/2 -11/6 -1/6 7/2 
747/310 -141/310 -909/310 303/310 ] 

The final three orthogonal contrasts � the linear, quadratic, and cubic � comprise a set of 
mutually orthogonal contrasts partitioning the treatment sum of squares (See Larsen & Marx 
2006 Theorem 12.4.1, p 754). 

Results & Discussion 

Overall ANOVA 

As shown in Figure 3, there is some evidence for 
unequal variance among the four groups. Levene�s 
test indicated that little evidence (P(F3,20 

$0.378)=0.77) that these data violated the 
homoscedasticity hypothesis. Larsen & Marx 
(2006), following a tradition in introductory 
statistics texts, don�t discuss the use of 
transformations, but the data in Figure 3 should be 
transformed with a log or square-root transform to 
equalize the variance among groups. Since the 
sample sizes are equal in this study, Winer et al. 
(1991) present analyses indicating the the 
conclusions of the ANOVA will be robust to minor 
violations of the homoscedasticity assumption. 

The Box-Cox Analysis with results shown in Figure 
5 indicated that a transformation with lamba=0, 
indicating a log transform, would equalize the 
variance among groups. But, the 95% CI for lambda 
was -2.5 to  2.2, which includes 1 which is the Figure 4. Plot of maximum likelihood of 

lambda indicating no transformation. For the lambda (up to a constant) vs. lambda. The 

remainder of the analysis and to conform with the plot indicates the appropriate lambda is zero 

solutions in Larsen & Marx (2006), the (a ln transform), but the 95% confidence 

untransformed data will be used. interval includes 1, incdicating no transform 
required. 

or the four 
ht, 3, 
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Table 1 shows the results of the ANOVA.  There is strong evidence to reject the null hypothesis 
of equal heart rates among the four groups.  The F statistic, 6.12, far exceeds the 3.1 critical 
value (in Matlab: finv(0.95,3,20)) as shown in Figure 5. 

Figure 5. Plot of the F3,20 distribution 
showing the 3.1 critical value. 

Table 1. ANOVA Table for Case Study 12.2.1 

Source Sum Sq. d.f. Mean Square F Prob>F 

Smoking Level 1464.13 3 488.04 6.12 0.004 

Error 1594.83 20 79.74 

Total 3058.96 23 

Lin ear Contra sts 

The first linear contrast tested the non-smokers vs. the three smoking categories, producing the 
ANOVA Table shown in Table 2. With a p value of 0.03, this ANOVA provides modest 
evidence against the null hypothesis of equal heart rates between these two groups. The average 
smoker has a heart rate 3 minutes after exercise 10 – 9 beats per minute higher than the non›
smokers. Note that the 95% CI doesn�t include 0, consistent with the p value of 0.03. 

Table 2. ANOVA Table for Case Study 12.2.1. The linear contrast the heart rate of the 
non-smokers vs. the weighted average of the 3 smoking categories. 

Source Sum Sq. d.f. Mean Square F Prob>F 

Non-smoking vs. 3 smoking categories 435.1 1 435.1 5.5 0.03 

Error 1594.83 20 79.74 

Total 3058.96 23 

The second linear contrast tested the Non-smokers vs. the Heavy smokers, producing the 
ANOVA Table shown in Table 3.  With a p value of 0.00126, this ANOVA provides very strong 
evidence against the null hypothesis of equal heart rates between these two groups. Heavy 
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smokers hav a heart rate 3 minutes after exercise 19 – 11 beats per minute higher than the non-smokers. 

Table 3. ANOVA Table for Case Study 12.2.1 The linear contrast tests the non-smokers 
vs. the heavy smokers. 

Source Sum Sq. d.f. Mean Square F Prob>F 

Non-smokers vs. Heaviest Smokers 1121.3 1 1121.3 14.1 0.00126 

Error 1594.83 20 79.74 

Total 3058.96 23 

The third linear contrast tested for a linear trend among the four smoking categories, producing 
the ANOVA Table shown in Table 4.  With a p value of 0.00059, this ANOVA provides very 
strong evidence against the null hypothesis of no linear trend.  The value for the contrast 
indicates that in moving from one category to the next, heart rate increases by 8.3 – 4.3 beats per 
minute. A least squares regression, which requires more assumptions be met produces a slope of 
6.65 – 3.36 between categories. 

Table 4. ANOVA Table for Case Study 12.2.1 This linear contrast tests for a linear trend 
among the four smoking categories. 

Source Sum Sq. d.f. Mean Square F Prob>F 

Linear trend among smoker categories 1326.7 1 1326.7 16.6 0.00059 

Error 1594.83 20 79.74 

Total 3058.96 23 

The fourth linear contrast tests for a quadratic or hump-shaped trend among the four smoking 
categories, producing the ANOVA Table shown in Table 5.  With a p value of 0.00045, this 
ANOVA provides very strong evidence against the null hypothesis of no quadratic trend.  The 
presence of a concave-up pattern in the heart-rate data is consistent with the finding of a strong 
hump shaped pattern in addition to the linear pattern. 

Table 5. ANOVA Table for Case Study 12.2.1 This contrast tests for a quadratic trend, or 
hump shaped pattern, among the four smoking categories. 

Source Sum Sq. d.f. Mean Square F Prob>F 

Linear trend among smoker categories 1399.0 1 1399.0 17.5 0.00045 

Error 1594.83 20 79.74 

Total 3058.96 23 
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The fifth and final contrast tests for a cubic or S-shaped trend among the four smoking 
categories, producing the ANOVA Table shown in Table 6.  With a p value of 0.55, this 
ANOVA provides very little evidence against the null hypothesis of no S-shaped pattern. 

Table 6. ANOVA Table for Case Study 12.2.1 This contrast tests for a cubic or S-shaped 
trend among the four smoking categories 

Source Sum Sq. d.f. Mean Square F Prob>F 

Linear trend among smoker categories 30.2 1 30.2 0.4 0.55 

Error 1594.83 20 79.74 

Total 3058.96 23 

A posteriori tests 

The five a priori tests (out of 24 possible tests) 
provide an excellent summary of the data. But there 
are several questions left unanswered.  For 
example, do moderate smokers have heart rates 
after exercise different from the other three groups. 
These can be answered using appropriate a 
posteriori tests. Larsen & Marx (2006) discuss the 
Tukey HSD, which is available in Matlab and 
included in the program for this case study (Matlab: Figure 6. Results of the ScheffØ multiple 
multcompare(stats,’ctype’,’hsd’,’alpha’,0.05)). In this comparison procedure indicating that the 
exegesis Larsen & Marx case study 12.2.1, we�ve Heavy smoker group differs from the Non-
used linear contrasts, so the only appropriate a smoker and Light smoker groups. No other 
posteriori adjustment procedure is the conservative differences have a p value less than 0.05. 
ScheffØ procedure (Matlab: multcompare(stats,’ctype’,’scheffe’,’alpha’,0.05)). The results of that 
analysis are shown in Figure 6. The Heavy Smoker heart rates differed from the non-smoker and 
light smoker groups, but no other differences had a 
p value less than 0.05. There was insufficient 
evidence tha the heart rate of moderate smokers 
differed from any of the three other groups. 

These are the same conclusion that would be 
reached with the more liberal Tukey Honestly 
Sigificant Difference (HSD) multiple comparisons 
procedure, as shown in Figure 7.� Figure 7. Results of the Tukey HSD 

multiple comparison procedure indicating 
that the Heavy smoker group differs from 
the Non-smoker and Light smoker groups. 
No other differences have a p value less 
than 0.05. 
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Statistical Inference allowed on Case Study 12.2.1 

This was an example drawn from a biostatistics text, so inferences based on the data would be 
speculative. There is no indication that the subjects were randomly assigned to treatment groups, 
as would be required for a proper experiment. It seems unlikely that randomly selected 
individuals could be ethically required to smoke large numbers of cigarettes in the days, weeks 
or months before exercising for this experiment. R. A Fisher, a pipe smoker, denied that there 
was a causal link between smoking and cancer and presumably denied the link between smoking 
and heart disease. Fisher (1958) argued that it wasn�t the fault of the early cancer investigators 
that a proper experiment to demonstrate a causal link between smoking and cancer couldn�t be 
performed: 

�Now, randomization is totally impossible, so far as I can judge, in 
an inquiry of this kind. It is not the fault of the medical 
investigators. It is not the fault of Hill or Doll or Hammond that 
they cannot produce evidence in which a thousand children of teen 
age have been laid under a ban that they shall never smoke, and a 
thousand or more chosen at random from the same age group have 
been under compulsion to smoke at least thirty cigarettes a day. If 
that type of experiment could be done, there would be no 
difficulty.� 

Since it was unlikely that individuals weren�t assigned to different categories through 
randomization, then no causal link can be claimed between smoking and exercise heart rate. 
Indeed, one can guess that heavy smokers are not prone to exercise much, so the results could 
have been due to the overall fitness of the four groups and not necessarily to their smoking 
habits. 

CASE STUDY 12.3.1: BINDING OF ANTIBIOTICS TO SERUM PROTEINS 

A boxplot of the data, Figure 8, indicates no 
problems with unequal variance. 

Figure 8. Notched boxplots for the five 
types of antibiotics: 1) Penicillin G, 2) 
Tetracyline, 3) Streptomycin, 4) 
Erythromycin and 5) Chloramphenicol. 
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The results of the ANOVA are shown in Table 7. 
Differences among antibiotics were tested using 
Tukey�s HSD and the results are shown graphically 
in Figure 9 and in Table 8. 

There is exceptionally strong evidence for 
differences in binding percentage among antibiotics 

-7(ANOVA: P(F4,15 $ 40.9) < 10 ).  At Æ=0.05, Figure 9. Means and Tukey HSD 95% 
Tukey�s HSD revealed that streptomycin binding confidence intervals are displayed with with 
percentage was lower than the other four antibiotics differing in mean serum binding 
antibiotics, and erythromycin binding percentage indicated by different colors and line styles 
was less than penicillin, tetracycline and 
chloramphenicol.  Tukey�s HSD provided little evidence at Æ=0.05 for differences in binding 
among penicillin, tetracycline and chloramphenicol. 

Table 7. ANOVA Table for Case Study 12.3.1 

Source Sum Sq. d.f. Mean Square F Prob>F 

Smoking Level 1480.8 4 370.2 40.9 < 10-7 

Error 135.82 15 9.1 

Total 1616.7 19 

Table 8. Results of HSD tests using Case Study 12.2 antibiotic data, produced by 
Matlab�s multcompare.m 

Level i Level j 
Lower 95% 

CI 
Mean 

difference 
Upper 95% 

CI Conclusion 

Pen. Tetra. -9.3 -2.8 3.8 NS 

Pen. Strepto. 14.2   20.8 27.3 Reject 

Pen. Erythro. 3.0    9.5   16.1 Reject 

Pen. Chloram. -5.8 0.8 7.4 NS 

Tetra. Strepto. 17.0 23.6 30.1 Reject 

Tetra. Erythro. 5.7 12.3 18.9 Reject 

Tetra. Chloram. -3.0 3.6 10.1 NS 

Strepto. Erythro. -17.8 -11.2 -4.7 Reject 

Strepto. Chloram. -26.5 -20.0 -13.4 Reject 

Erythro. Chloram. -15.3 -8.7 -2.2 Reject 
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CASE STUDY 12.4.1: INFANTS WALKING 

Introduction to the case study 

Can the age to walking be reduced through walking exercises? Twenty three infants were 
randomly divided into four groups, A through D. Group A received 12 minutes of walking and 
placing exercises daily. Group B received 12 minutes of daily exercise without special walking 
and placing exercise. Group C and D received no special instructions. Group C�s progress, like A 
& B, were checked for weekly progress, but Group D was checked only at the end of the 
experiment. Table 12.4.1 shows the ages at which the babies walked alone. 

In addition to the overall ANOVA, it would be interesting to compare group A with the average 
of Groups B through D. It would also be interesting to compare groups A vs. B. A check of C vs. 
D would evaluate whether there were any effects of weekly checks.  It would also be interesting 
to compare the two 12-min exercise groups (A & B) with the two groups that weren�t asked to 
do anything (C & D). The linear contrast coefficients can be expressed in a Linear contrast 
matrix: 
Lmatrix = [ 1 -1/3 -1/3 -1/3

 1 -1  0 0
 ‰  ‰  -‰ -‰  
0  0  1 -1]  

Results & Discussion 

The notched boxplots, shown in Figure 10, reveal 
some problems with unequal spread, but there was 
an extreme outlier in both groups A & B. This 
could result in an inflated error variance and 
indicates that the results should be checked with a 
Wilcoxon rank sum test. 

The overall ANOVA (Table 9) indicates little 
evidence for any group differences. 

Figure 10. Notched boxplots for the four 
groups. A) 12-min walking & placing, B) 
12-min exercise, C) No exercise weekly 
monitoring, and D) No exercise without 
weekly monitoring 
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Table 9. ANOVA Table for Case Study 12.4.1 

Source Sum Sq. d.f. Mean Square F Prob>F 

Baby Group 14.78 3 4.93 2.1 0.13 

Error 43.69 19 2.30 

Total 58.47 22 

Lin ear contra sts 

The results of the first contrast indicates moderately strong evidence against the null hypothesis 
of equal walking times. The baby exercise group walked 1.7 – 1.5 months earlier than the other 
groups. 

Table 9. ANOVA Table for Case Study 12.4.1 linear contrast 
comparing group A vs. Groups B+C+D 

Source Sum Sq. d.f. Mean Square F Prob>F 

Baby Group 12.6 1 12.6 5.5 0.03 

Error 43.7 19 2.3 

Total 58.5 22 

The linear contrast between groups A and B indicated that group A walked 1.2  – 1.8 months 
before group B, a difference that could be due to chance (P (F1,19 $ 2.0)=0.17 with  a 95% CI that 
includes 0). The linear contrast between the two 12-min exercise groups (A +B) and the two 
other groups (C+D) indicated that group A & B walked 1.28  –  1.33 months before groups C+D, 
a difference that could be due to chance (P (F1,19 $ 4.1) = 0.058 with  a 95% CI that includes 0). 
The linear contrast between groups C and D indicated that group C walked 0.6  – 1.9 months 
before group D, a difference that could be due to chance (P (F1,19 $ 0.5) = 0.49 with  a 95% CI 
that includes 0). 

Because of the two extreme outliers, a Kruskal-Wallis ANOVA was performed, but there was 
only weak evidence against the null hypothesis of equal medians among groups 
(P(÷ 2

3>6.88)=0.076). Thus, the parametric and non-parametric ANOVA�s produced similar 
results. 

CASE STUDY 13.2.1: FEAR OF HEIGHTS 

Introduction 

Three different therapies to treat fear of heights was tested on 15 subjects. The subjects were 
given a HAT test assessing their fear of heights and were divided into 5 groups of 3 based on 
their initial fear of heights. One individual in each group was assigned randomly to each of the 
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three treatments.  After the treatments, the subjects were given the HAT test again and the 
response is the difference in scores. 

Experimental design issues: lack of replication 

Unfortunately, the treatments weren�t replicated among blocks, and it is vitally important to 
assess the block by treatment interaction effect. Does the effect of a treatment differ based on 
the initial classification of fear of heights (i.e., the assignment to groups A through D). 
Fortunately, this can be tested with the Tukey additivity test, discussed in Quinn & Keough 
(2002) and available as a user-contributed m.file for Matlab. 

Results 

The boxplots (Figure 11) indicate little evidence for 
unequal spread. 

Figure 11. Notched boxplots for the three 
treatments: Contact Desensitization, 
Demonstration Participation, and Live 
Modeling. 
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The interaction between blocks and treatments can 
usually be qualitatively evaluated by a plot of 
treatment level means by block as shown in Figure 
12.  The Tukey additivity test with a p value of 0.6 
provided little evidence to reject the assumption of 
additivity of block and treatment effects. 

There is exceptionally strong evidence for a 
Therapy effect on change in HAT scores 
(Randomized blocked ANOVA P{F2,8 $ 15.3 | 
H }=0.002). There was also a pronounced block o

effect with the groups with the strongest acrophobia Figure 12. Interaction between therapies showing the least improvement in HAT scores 
(ANOVA P{F $12.8 |H }=0.002). � and fear of height blocks. Notched boxplots 

4,8 o� for the four groups. Group A had the 
greatest fear of heights and Group C the 
least. 

Table 9. ANOVA Table for Case Study 13.2.1 

Source Sum Sq. d.f. Mean Square F Prob>F 

Treatment 260.9 2 130.5 15.3 0.002 

Fear Block 438 4 109.5 12.8 0.002 

Error 68.4 8 8.6 

Total 767.3 14 

A posteriori tests 

A posteriori tests using Tukey�s HSD are shown in 
Figure 13. There is very strong evidence that the 
contact desensitization (CD) therapy increased 
mean HAT scores relative to Live Modeling (LM) 
(Difference – half 95% CI I = 10.2 – 5.3 using 
Tukey�s HSD).  There is little evidence for a 
difference between CD and Demonstration 
Participation (DP): difference=4.6–5.3. There was 
modest evidence that the mean DP HAT score 
exceeded LM: difference – half 95% CI = 5.6–5.3. 

Figure 13. Treatment means and Tukey 
HSD 95% confidence limits. 
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CASE STUDY 13.2.2: RAT POISON 

Introduction 

Rats are treated by poisoning cornmeal, but in some areas, rats won�t eat the cornmeal unless it 
is flavored. Mixing it with real food leads to spoilage so in 5 different surveys, corn meal was 
mixed with artificial flavoring and the response measured relative to a cornmeal control. The 
response variable is the fraction of cornmeal eaten by rats. 

Results and Discussion 

The boxplots shown in Figure 14 revealed no 
problems with the homoscedasticity assumption. 

Figure 14. Notched boxplots for the three 
treatments: Contact Desensitization, 
Demonstration Participation, and Live 
Modeling. 
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The plot of treatments x block means shown in 
Figure 15 reveals sets of nearly parallel lines 
indicating no evident block by treatment 
interactions.  There is little evidence for an 
interaction between Survey and Flavor (Tukey 
additivity test P{F $2.4|H }=0.16). 1,11 o 

The ANOVA Table, shown in Table 10 provides 
strong evidence for differences in the percentage of 
bait eaten among flavors (randomized block Figure 15. Treatment by block plot. The set 
ANOVA P{F $7.6|H }=0.0042). There were also of nearly parallel lines indicates little 

3,12 o 

substantial differences in bait consumed among the problem with interaction of flavors and 
-6 surveys. 5 surveys (P{F $50|H }<10 ).4,12 o 

Table 10. ANOVA Table for Case Study 13.2.2 

Source Sum Sq. d.f. Mean Square F Prob>F 

Survey 495.3 4 123.8 50 <10-6 

Flavor 56.4 3 18.8 7.6 0.0042 

Error 29.8 12 2.5 

Total 581.5 19 

Results of Tukey�s HSD tests are presented in 
Figure 16.  Groups for which there is insufficient 
evidence to reject the equal means hypothesis (at Æ 
=0.05) are indicated by the same letters.  For 
example, bread flavor isn�t different from plain but 
is less than roast beef and butter flavor. 

Figure 16. Treatment means and Tukey 
HSD 95% confidence limits. 
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CASE STUDY 13.2.3: TRANSYLVANNIA EFFECT 

Introduction 

Are hospital admission rates higher during the full moon? This case study will apply linear 
contrasts to a factorial model. 

Results & Discussion 

The boxplot shown in Figure 17 reveals no evident 
problems with heteroscedasticity. 

Figure 17. Boxplots for the three moon 
phases: before, during and after full-moon 
phases. 
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