Class 23: Ch 13 (end) Ch 14

Chapter 13: ANOVA for 2-way
classifications (2 of 2) Fixed and
Random factors, Model I, Model Il, and
Model Il (mixed model) ANOVA

Chapter 14:
Unreplicated Factorial & Nested
Designs

Class 23, 5/4/09 M

Slide 1 Chapter 13: ANOVA for 2-way
classifications (2 of 2) Fixed and Random
factors, Model I, Model I1, and Model 111
(mixed model) ANOVA

Chapter 14:

Unreplicated Factorial & Nested Designs

NOTES:

HW 15 due Weds 5/6/09 10 am

Submit as Ma/nam_e-HW1 5.doc (or *.rtf)
Read Chapter 14 Multifactor studies without replication

For Weds read Chapter 23: Elements of Research Design

For Monday Chapters 18-19: Comparisons of Proportions or Odds

Final Class: Weds May 13 Experimental Designs

Class schedule May 6 (Nesting and Experimental Designs), May 11 (Overview of

generalized linear models) Exptl design May 13 W Last class

o Wimba Sessions: new times to get help on HW15
» Tues night (5/5/09) 10 pm New day
» Thus afternoon pm New Time

® HW15: Due Weds 5/6/09 10 am

> 14.17 Tennessee Corn Yields

» Note that there is insufficient replication to test the full factorial model (use custom model in
GLM/Univariate to test only main effects. What must you assume? You can test White vs.
Yellow using linear contrasts — must use syntax in GLM/Univariate - see Fish tail example as
a guide)
HW16: Final Homework Exercise 23.20
Final Exam 5/22 8-11 am

Slide 2 HW 15 due Weds 5/6/09 10 am

NOTES:

Case 13.2 Pygmalion Effect

Slide 3 Case 13.2 Pygmalion Effect

NOTES:
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Class 23: Ch 13 (end) Ch 14

Pygmalion effect
A study to avoid interpersonal interactions

® Tracking in schools:
» Good students get better and poor students get worse
» Self-fulfilling prophecies

e Goal of the study by Dov Eden: Pygmalion
without interpersonal contrast effects
® Ten companies selected (9 in data), 3 platoons

in each company, 1 platoon leader out of 3 told
he had an exceptional group

Fa
3
N

Slide 4 Pygmalion effect

NOTES:

Pygmalion Effect

Mean scores for the platoons to be contrasted
Display 13.3

Average scores of soldiers on the Practical Specialty Test, for platoons given

the Pygmalion treatment and for control platoons
= gn)
Company. Pugmalion Cotrol
| 80.0 63.2 69.2
2 3.9 63.1 81.5
3 68,2 76.2
4 76.5 59.5 73.5
5 378 739 78.5
[ 80.8 789 84.7
7 76.1 6ilo 6.6
8 71.5 67.8 73.2
9 649.5 723 739
10 83.7 63.7 77.7

Slide 5 Pygmalion Effect

NOTES:

Pygmalion results

Note: Gallagher added results of random effects model

ePygmalion treatment added 7.2 (+5.4)
points to a platoon’s score

eVery strong evidence that the
Pygmalion effect is real (Fixed effect, s s = —Ll ]
randomized block ANOVA, F, ,,=7.8; 1-
sided p = 0.006)

eBecause of the randomized design, a
causal inference can be made for this
group of 10 companies

e[Gallagher analysis: If these companies
are representative of all army
companies, the Pygamalion treatment
added 6.84 (+6.42) units to a platoon’s
score. There is moderate evidence that
the effect would be found throughout
Army companies (Linear contrast e
estimate of Pygmalion effect p=0.02)] W

Slide 6 Pygmalion results

NOTES:
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Slide 7 Strategies for factorial analysis

Strategies for factorial analysis

Decide at the design stage whether factors are fixed or random
Analyze the data graphically for outliers, need for transformation NOTES

L]
(]
e Fit the rich model (saturated model) examine the residual plots
L]

With interactions, graphically display the data or use multiway
tables

® ook at particular terms in the additive model to examine
particular effects

o ANOVA F-test for additivity, Interaction MS over error MS

> Use appropriate rules for pooling:
> Pool only if p>0.25 and only if df for MSE is < 5

® Test main effects over appropriate error term for fixed or random

effects mode/

L’

F F b.%

i

Slide 8 Additive and non-additive models

Additive and non-additive models

e Both Ch 13 Case Studies can be viewed as

additive models NOTES:

> 13.1 Area + predator effects (no intxn)
» 13.2: Block (Company) + Pygmalion effect

e® Additive model: both block and factor add fixed

amount b 154 —

[r———
bty ol ieratmmt 4nd sompant flert

Listme

Most recent statistics texts, esp. R
in ecology, accept the reduced :

(additive) model if the interaction
p values > 0.25 or 0.5

Slide 9
Display 13,14
Avernge scares for platonms an the Practical Specialty Test Tufte data-ink rule
violated here: a really
- ! poor graphic
it los |||l e NOTES:
H s o2 - H

! T T
2345678900
Company ooemen

Tufte’s data-ink rule:

element should

Every graphical : o ’

convey meaning;
avoid ‘chart junk’
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Slide 10
p{score|Pygm,company}=Pyg+comp || p{score/Pygm,company}=Pyg+comp

A e &t t M _ a4\t an__

Display 13.5

Mean scores on the Practical Specialty Test according to the additive model,

in terms of coefficients in a multiple regression model with indicators

NOTES:

Treatments st Elfects

Company Prgmalion Contral (Prgntalion - Control)
I Bo+ By i i
2 Bo*+ B2+ By o+ B2 By
3 Bo + B3 + By Bo+ Bs By
4 Bo+ Byt By Bo + Bs By
5 Bo + Bs + By Bo + Bs By
6 Bo + Bg + By Bo+ Be B
7 Bo+ By + By Bo + B2 By
8 Bo+ Bs+ By Bo+ Bs By
2 Bo * B + B, Bo+Bo By
10 Bo+ Bro* By Bo+ Bio By

Slide 11

Display 13,17

Residunl plot from the fit of the additive model 1o the Pygmalion data

" e % . v No major NOTES:
Resdusl . e, * .| »>blems evident,
e : . ‘ >ut perhaps a
2 I ° :duced spread
L g, it higher fitted

values

Fitted Values

Slide 12

Levene's Test of Equality of Error Variance@

Dependent Variable: Unstandardized Residual
F df1 df2 Sig.
2728 2 26 .084

Tests the null hypothesis that the error variance of
the dependent variable is equal across groups.

Heties a. Design: Intercept+BandFitval NOTES .

oD v de pred cted values ®
nto 3 or more equal
s zed groups I

> SPSS V sual bander w Il do
ths

eInformally do boxplot

analys s

eoFormal do Levene’s test
> ANOVA of absolute value of

res duals, or s

> Do ANOVA of 3 b ns of

Unitesdardited Reddual
13

res duals w th Levene’s test

Unitandardized Predicted Vaius (Handed)

Page 4 of 22
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Visual binning to examine residuals

Available in SPSS

* Visual Binning

*PRE_1 MISSING VALUES BandFitVal ( ).
e )

FCoa00000000041) (L0 THRU 76 s000000000000-2)  LARIABLE LEVEL BandFitval (

(LO THRU ORDINAL ).

HI=3) (ELSE=SYSMIS) INTO BandFitVal EXECUTE.

VARIABLE LABELS BandFitVal Unstandardized Predicted * Do an ANOVA on the residuals,

Vel (Eihnez) examining only the Levene test

FORMAT BandFitVal (F5.0). (identical result).

ygéggﬂléfsslésm%%qcfnvm 1'<=70,50000'2'70.50001 - JNIANOVA .

MISSING VALUES BandFitval () RES_1 BY BandFitVal

VARIABLE LEVEL BandFitVal (ORDINAL). /METHOD = SSTYPE(3)

EXECUTE /INTERCEPT = INCLUDE

EXAMINE JPRINT = HOMOGENEITY

B R o SRITERIA=ALRHA(DD)
i g =¢2% /DESIGN = BandFitVal .

Slide 13 Visual binning to examine
residuals

NOTES:

M{score|Pygm,company} =
Pyg+company+Pyg x company

Slide 14 p{score|Pygm,company} =
Pyg+company+Pyg x company

The saturated model (includes 9 interaction terms)
Display:13:0 9 interaction terms

Mean scores on the Practical Specialty Test, in/ferms of the parameters in a
saturated multiple linear regression model with interaction

Lompany. Eyemalion

! B+ By By

2 Bo+Bat Py + Py P+ B Bi+ By
3 By + By By + Biz Bo+ B3 B+ By

4 Bo+ Ba* Pyt Py Bo+ By Bt By

3 By + Ps + By + Brg Bo + Bs Br+ By
6 P+ Be * By + Prs Bo + B B+ Bis
7 B+ By + By + s Bo+ B B+ B
8 Bo+ By + By + Ps Bo+Bs B+ Bir
9 Bo + B+ By + By Bo+ By B+ Big
10 BaotBratBi*tBie  BotPBio Bt Bia

NOTES:

F-test Fur inleractions between companies asd (reatment; Pygmalion dats

Aralysix af ce tabie from regrexcion fit to the full, nom-additve model,
PYG + COMP+ PYG <COMP.

here is no reason
to keep the 9
interaction terms
(Extra sum of
Somrceof Veritin SumofSgmare af e squee Eswiie puke | SQUAres Fotext: p =
] : w1 0.72). This meets

Ananlysin of variance nahle from regression fit fo the additive modl,

PYG+ COMP

09 mi T 1 T

the criteria (p>0.5)
established by
Underwood, Quinn
16071 & Keough, Sokal &

L 0,667,
T

Rohlf.

pvalue for interaction = PriFq g > 066T) = .72

Slide 15

NOTES:
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Extra sum of squares F test

Slide 16 Extra sum of squares F test

Enter 3 models hiearchically using /Analyze/Regression
The 9 interaction terms do not explain a significant portion of
the residual variation.

Model Summary¥

Change Statistics

Adjusted  Std. Errorof R Square Sig. F

Model R RSquare RSquare the Estmate  Change  FChange  dff di2 Change
1 428° 183 53 7.3561 83 6.049 1 27 021
2 7510 565 323 65765 .382 1.753 9 18 148
3 860° 739 188 7.2037 174 667 9 9 722

a. Predictors: (Constant), Pyg
b. Predictors: (Constant), Pyg, CMP10, CMP9, CMP3, CMP8, CMP7, CMPG, CMPS, CMP2, CMP4

c. Predictors; (Constant), Pyg, CMP10, CMP9, CMP3, CMP8, CMP7, CMPG, CMP5, CMP2, CMP4, INT9, INTS, INTS, INTS,
INT2, INT7, INT4, INT10, INT3.

d. Dependent Variable: Score

The 9 block x interaction terms, with a p
value of 0.72 can be dropped

NOTES:

Display 13.18

Multiple linear regression output from the fit of the additive model to the

Pygmalion data: i |score | PYG, COMPY = PYG + COMPANY
2-Nided
CONSTANT 756137 41682 18,1405
¥ 7.2205 705 2.7992
530667 5.3607 0.9994
0,1966 6.0189 0.0327

0,967 5.3697 -0, 1§00
53607 7

1
-0.3787
00062
2049
ILTER4

coplid

Estimated SD = 6.576 on 18 d.IL

The Pygmalion effect adds 7.2 (£ 5.4)
to the score of the typical platoon

Slide 17

NOTES:

Slide 18

Cosfficients*
Standardizod
. Cooftcients | Cooficionts 95.0% Confidenco interial for B
Medel B Std. Error Beta t sia. | LowerBound | UpperBound NOTES .
1 (Constant) 7183 169 4245 0.00 8817 .
Pygmalion Effect 707 287 043 | 248 0.2 147 1287
2 (Constan) XD 389 757 | 000 021 7657
Pygmalion Effect 722 258 044 | 280 | o001 180 1264
cmp2 537 537 021 100 | 033 591 1665
empa 20 602 0o 003 097 1245 1264
cmp4. -87 537 ~0.04 018 0.86 1225 1031
cmps e27 537 036 173 0.10 20 2055
cmpé 1367 537 053 255 0.02 23¢e 2495
omp7 203 557 008 | 038 071 1331 025
cmps 03 537 000 | 001 100 125 131
cmp9 110 837 0.04 020 0.84 -10.18 12.38
cmp10 423 5.37 0.16 079 044 -7.05 16.51

2 Dependent Variable: Score

Page 6 of 22
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Unbalanced designs & effect sizes

Different estimates of the treatment effect, fram cach company and from the
combined data ignering company differences

Averages Difference
i Pygmalion  Coentrol &

RO 6.2

Taking into
scount company
fects, effect size
7.22 (not 7.07)
d standard error
of estimate is
lower.

Company &

0 &3,

Al 78, 700 T16316 AL

...the multiple linear regression estimate (of
SD) will always give the most efficient
weighting to estimates from different levels of
a confounding variable in unbalanced
situations. Sleuth p. 397

Slide 19 Unbalanced designs & effect sizes

NOTES:

Exact Test for Pygamalion Effect

p=150/2x3° =150/39,366~0.0038; asymptotic p = 0.006
ePygmalion treatment added 7.2 (£5.4) nupn 1139
points to a platoon’s score
eVery strong evidence that the
Pygmalion effect is real (Fixed effect,
randomized block ANOVA, F, ,;=7.8; 1-
sided p = 0.006) |
» Exact p value from randomization =150/39366 : [
0038

e 2 muailiphe
B rogresion smalyin wEd ne nleractioss

eBecause of the randomized design, a
causal inference can be made for this o |
group of 10 companies

olf these companies are representative
of all army companies, the Pygamalion
treatment added 6.84 (+6.42) units to a
platoon’s score. There is moderate
evidence that the effect would be found
thr I Army panies (Linear
contrast estimate of Pygmalion effect
p=0.02)

There are 10 companies,
the Pygmalion platoon
must be randomly
assigned within each
company

Slide 20 Exact Test for Pygamalion Effect

NOTES:

Nonadditivities & interactions

Daplay 1271

5 Ipstatal iratmen e phatod sgie et fact, ey

olf there are significant ir
terms, you should usually just present
plots of the data —r

eSome effort should still be made to :;\ /-///x\-\
o
A

estimate the effect size Vil .-‘/'—
\ e /

eNon-additive (I) handled with —
interaction terms

- A,
eNon- additive (Il) can often be changed > PR

to an additive model by transformations _,rr,/'\\ . /f;\\,:
eNon-additive (Ill) handle separately A \\\\: /F ‘\%
eNon-additive (IV) just plot the data (and “ s e | ARG

wave your hands) MemT AL | BTV o

P

LN

" .

Slide 21 Nonadditivities & interactions

NOTES:
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Slide 22 Fixed vs. Random Factors

NOTES:

Fixed vs. Random Factors

Are intertidal areas in Case 13.1 fixed or random and does it
matter?
Are the 10 companies in the Case 13.2 (Pygmalion
experiment) random or representative samples of all
companies, and does it matter?

Yes, it does matter The

statistical tests and scope of
inference are different

Fixed vs. Random factors

Slide 23 Fixed vs. Random factors

___Exnected mean squares from Underwood (1997)
K =ptd e
where Xyis jth replicate in ith treatment {jth level of factor A; i = 1...a),
A, is difference between ith level of factor A and overall mean of all levels
{#s). ey i the deviation of replicate j in ith sample from the mean of that

population,

Fixed factor: One way ANOVA
By dellaiion: Fixed factor
Ya=0 (or Model I)
é)oc Section 7.6).

Mean square estimates

«iu. -4y

— or o +nkj

Analysis of variance

Y E—
Among treatments 7+ =10

‘Within treatments o

where li indicates fixed differences, all sampled in the experiment.

NOTES:

Fixed vs. Random factors

Slide 24 Fixed vs. Random factors

Tables from Underwood (1997)

Random factor: T}ne way ANOVA Random
.. B factor
£(3 )0 Model I ]
a

Meaning you expect 3 A; = 0 on average, over many experiments, but in a single

. i=l
experiment, 4, values as sampled may not sum to zero.

Analysis of variance Mean square estimates
Among treatments df +no,
Within treatments EA

where o3, is the variance of the population of 4, values sampled in
your experiment,

W

NOTES:

Page 8 of 22
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Fixed Factor (Model I) Factorial ANOVA

Both factors fixed, from Underwood (1997)
Use Residual mean square as F statistic denominator to test

main effects

{a) Both factors fined

Degrees of
froedom

Meas square  Foratio

Seece of variazion Sum of squases estimases veruus

Among levels of A=A (o= Ve = bu 3[4, =AY a1 ol + bk, Residual
=

Amonglevelsof Bw B (b Vof <o} (8, - B b1 o +anki Residual

AxBE fa= 18 = 1id + w3 3 (AR, - B, - K+ T (o 1)ib=1) o 4y Residual

Residual abin = 1)t abin - 1] rbof

Tests for difference in means
among levels of each factor

£

Slide 25 Fixed Factor (Model I) Factorial
ANOVA

NOTES:

Slide 26 Random Factor (Model IT)

Random Factor (Model Il) Factorial ANOVA | | g oeoria]l ANOVA
Both factors random;
Both main effects tested using Interaction mean square in the
denominator of the F statistic
{e) Both factors random
I . T mm NOTES:
Ammgbveh ol A=A (9= 1 + (4 - i + (4 - Dine, a=1 o +arys +ber, AxB<
Amongbevelsof B B (b= )ad = (b= Vil + (b = Dawrd, b1 oy rang Awl
A o= 116k = o = fa = Db~ Vwrkn = 1)b=1) r.'ndﬁ‘A/ﬁ
Residual abin = 1ol abin — 1) A (I—f’d

Tests for difference in variances
due to levels of each factors. Does
the partitioning increase variance?

£

Model Il & Mixed Model (Model 11l)

Factorial ANOVASs

Model llI: At least 1 Fixed & 1 Random factor
Test Fixed factor main effect vs. Interaction mean square, not

error mean square

by A fxed, B random

Dregrees. of
Frendom

Mean square Foratio.

Sewsce of variation Sum of squises ovmates versus
Amonglevelsof Am A (2= Vo] + (8= lacky + bn'Y (4, - A a1 ol nrhg e bkl AR
Among kevch of BB (5 Tjo? + (b~ Thamsh e o+ anah Residual
AxB fa = 1) — Lo + far — 1)(B = Uymoiy fa=1)ip=1) ol sarly Rorsidual
Residual i = 1)} ab{n-1) ]

Tests for difference in means of the fixed
factor (A), after assessing the increase in

variance due to the random factor (B)

Slide 27 Model II & Mixed Model (Model
III) Factorial ANOVAs

NOTES:

Page 9 of 22
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SPSS mixed effects ANOVA

UNIANOVA

If companies were randomly selected; Use if inferences are to
be made to a larger population

score BY pyg company
/RANDOM = company
JCONTRAST (pyg)=Simple
/METHOD = SSTYPE(3)
/INTERCEPT = INCLUDE

/PLOT = PROFILE( pyg*company )

JEMMEANS = TABLES(pyg) COMPARE
ADJ(LSD)

/PLOT = SPREADLEVEL RESIDUALS
/CRITERIA = ALPHA(.05)
/DESIGN = pyg company pyg*company®

If the interaction terms
(pyg *company) are
not included in the
model, then the mixed
effects ANOVA is
identical to the fixed
effects ANOVA

Slide 28 SPSS mixed effects ANOVA

NOTES:

When should a factor be regarded as
random instead of fixed?

Winer et al. (1991)

> If the number of levels of a factor, p, is a very small

fraction of the number of possible levels of a factor
(Pearective)s  P/Pairecive=0 @nd the factor should be regarded
as random

» If the number of levels of a factor p is a large fraction of

the total number of possible levels, then p/P e~ 1
and the factor should be regarded as fixed

» If the levels are random samples of the possible levels,

then the factor should be considered random.

¥
R
=
-
=
-

Slide 29 When should a factor be regarded
as random instead of fixed?

NOTES:

13.2 Companies as a random effect

Test Pygmalion main effect over interaction Mean Square
p value increased from 0.012 to 0.016

Tests of Between-Subjects Effects

Dependent Variable: Score

Source
Intercept

Pyg

company

Pyg

a. 993 MS(company) + .007 MS(Error) i
b. .993 MS(pyg * company) +.007 MS(Error) [Non-lnteger df due to the]

c. MS(pyg * company)

Type lll Sum

of Squares df Mean Square F Sig.
Hypothesis ~ 146247.185 1 146247185 1981.320  <.0000001
Error 670.688 9.086 73.8132
Hypothesis 301.843 1 301.843 8.692 .016
Error 318.928 9.185 34.724°
Hypothesis 665.663 9 73.963 2137 137
Error 311.464 9 34.607°

*company Hypothesis 311.464 9 34.607 667 722
Error 467.040 9 51.893¢

unbalanced design

d. MS(Error)

Slide 30 13.2 Companies as a random
effect

NOTES:
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Effect size of Pygmalion treatment

Two of the 10 companies had a negative Pygmalion effect

Pairwise Comparisons
Dependent Variable: Score Mean 95% Confidence Interval for

Difference Difference®

(I) Pygmalion Effect (J) Pygmalion Effect  (1-J) Std.Emor  Sig®  LowerBound Upper Bound
Control Pygmalion -6.840* 2.836 039 -13.256 -424
Pygmalion Control 6.840" 2.836 039 424 13.256
Based on estimated marginal means

*. The mean difference is significant at the .05 level.

a. Adjustment for multiple comparisons: Least Significant Difference (equivalent to no adjustments)
Extmated argina MeansofScore

ith the interaction terms, the
Pygmalion effect is reduced
from 7.2 to 6.8 units [Identical
effect in both fixed & mixed
effects models] and p value to
0.02 (1-sided)

I

Contral Pygmation
Pyamation et

Slide 31 Effect size of Pygmalion
treatment

NOTES:

Conclusions to Case 13.2

e |[f the goal is to make inferences to all Army
companies and platoons, then companies
should have been randomly selected from the
statistical population of ‘all possible companies’

and companies should be treated as a random
factor

» The Pygmalion effect is tested vs. ‘Pyg x company’
interaction instead of error MS

» The effect still offers evidence against the no-effect null
hypothesis (p=0.008, one-tailed), but the p value is
slightly larger than if a fixed effect model were used
(p=0.006)

* F F f..s

Slide 32 Conclusions to Case 13.2

NOTES:

Conclusion from Chapter 13

e Factorial ANOVA models are a subset of the general linear model
» Can be analyzed using ANOVA, Regression, or GLM/Univariate
» The results are mathematically identical

e Fisher noted that factorial ANOVA is superior to testing 1 factor at a time

e |[nteractions: factors have synergistic effects
> Interactions must be assessed

= Note that transforms can eliminate interaction effects
» Pooling

= Sleuth doesn't properly cover the problem of pooling interaction terms: use caution when pooling

= Inappropriate pooling is an example of pseudoreplication & can give rise to Type Il error
(concluding no interaction or block effect when such effects exist)

= At the least, use p>0.25 rule

Slide 33 Conclusion from Chapter 13

NOTES:

o Random vs. Fixed factors in ANOVA designs
» The choice should be made a priori

> Interaction MS used as denominator to test main effects in Model Il and Model IlI
(mixed model) Factorial ANOVA

?“':r F f..s

Page 11 of 22
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Chapter 14: Multifactor studies
without replication

& Nested ANOVA

ECOS611

Slide 34 Chapter 14: Multifactor studies
without replication

NOTES:

Strategies for analyzing tables with
one observation per cell

e Often it is more important to evaluate different levels of
factors than to provide replicates

e Without replication, only non-saturated models can be
fit:
» The interaction terms can not be estimated
» you must make assumptions (e.g., linear relation, no
interactions) and test them where possible

® Approach
» Graphical displays of the data
» If any of the explanatory variables can be treated as continuous,
attempt to fit this simpler model
» For categorical variables, test for additivity

Slide 35 Strategies for analyzing tables
with one observation per cell

NOTES:

Case 14.01

Chimpanzee learning
® 4 chimps, including 2 males
® Time to learn 10 words

® Test chimp-to-chimp differences and word -
learning differences

® No replication possible

Display 14.1
Minutes to acquisition of American Sign Language signs by four chimps
listgn  drink  shoe kv more  food  frgt bat
Booee 12 15 14 1] 10 B0 T8
el 1 25 I8 25 15 55 kil
Brung 2 kT o0 40 225 14 178
Thelma 15 [E ] M4 190 297

Slide 36 Case 14.01

NOTES:

Page 12 of 22
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Statistical results, Case 14.1

Slide 37 Statistical results, Case 14.1

Tukey-Kramer a posteriori test, based on studentized range
Display 14.2

Multiple comparisons of sign means on the log scale

Listen imk | | Mere Erpit Lok
5 e s |
L 4

Yy ¥

Minutes to Acquisition
® [nconclusive evidence that some chimps are faster
learners than others (p = 0.064, F; ;)
® Some words (shown above) easier to learn than
others (p = 0.00002, F ;)

NOTES:

Coded boxplot

Slide 38 Coded boxplot

A poor graphic: too complicated

T plot of the chimpanece acquisitian Himes, and suggestive codes

Minares - i
|.. S0 Coding
Acquisition Symbwl

Coded two-way table for the chimpanzee data

Livier Driak Shoe Key Mors Fosst Fraie tha Lok Sty |

NOTES:

Table of estimated means

Slide 39 Table of estimated means

Available in GLM: Sign effect and Chimp effect

Dimarvend vahers, (ihed vaburs, and sesiduah for the additive 61 e e
chimpasire sign sl Gimes {al in missses)

NOTES:
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Horn-shaped residuals

ANOVA & regression share the same assumptions

Residual plot for the additive model fit to chimpanzee acquisition tdmes

Resdwal
iminuee) 7

Slide 40 Horn-shaped residuals

NOTES:

S0 100 150 300 350 100 150
Fitted Valwe (minwies)

Log-transformed learning times

No obvious patterns
Residual plot for the additive maodel it to log(acquisition times)

1.5
104

0.5

Residual

4 .
(log-minutes) 0 0 v

A5
-1.04

L5

10 L]
Fitted Minutes to Acquisition

Slide 41 Log-transformed learning times

NOTES:

No replication: no interaction test

Tests of Between-Subjects Effects

Dependent Variable: In(Minutes)

Type Ill Sum
Source of Squares df Mean Square F Sig.
Corrected Model 68.6752 39 1.761
Intercept 615.158 1 615.158
chimp 5.333 3 1.778
sign 45.690 2] 5.077
chimp * sign 17.653 27 654
Error .000 0
Total 683.834 40
Corrected Total 68.675 39 Insufficient df to

a. R Squared = 1.000 (Adjusted R Squared = ) @stimate all parameters
in the full factorial
(saturated) model with
no replication

Slide 42 No replication: no interaction test

NOTES:
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Acquisition time as a blocked ANOVA,
chimp as a blocking variable

Modest evidence for chimp-to-chimp differences, p=0.06

Display 14.9

Analysis of variance for the additive model fit to log( times)
Source of Variation  Sum of Squares ol Mean Square  F-Statistic  p-value
Signs 45,6500 9 5.0767 7.764%9 0,001
Chimpanzees 5.3324 3 1.7776 2.71%0 0.0642
Residual a7 L6538
Total 34

Resquared = 74.3% Estimated SD = 05056

One assumes that there are no block x
treatment interactions

Slide 43 Acquisition time as a blocked
ANOVA, chimp as a blocking variable

NOTES:

Log-transformation & Interaction

Despite lines crossing, qualitatively argue for no interactions.

There is Tukey’s additivity test (Quinn & Keough p. 278)
Display 14.10

Chimpanzee data plots: natural scale and logarithmic seale

Natural Scafe Logarithmic Seale

Thelma —p

400

on

1 1o
300 3
200 -

4 10
100 4 3

Minutes to Acquisition

Minutes to Acquisit

Slide 44 Log-transformation & Interaction

NOTES:

Tukey one degree of freedom test

= Tukey test for additivity in factorial ANOVA with n=1

® Tukey developed a test for interaction in 2-factor
designs, with n=1 (single replicates of each factor
combination)
> Neter et al. (1996, p. 882) discuss the test
> If variables are quantitative, use regression

® Tukey’s additivity test in SPSS reliability not appropriate
for factorial ANOVA

e [f the Tukey additivity test is positive, then the
interaction effect can’t be ignored or assumed away
» Transform the variables to achieve an additive model
> Neter et al. (1996) cite Johnson & Graybill (1972) for an
approximate 2-factor test if Tukey's test for interactions is
positive

Slide 45 Tukey one degree of freedom test

NOTES:
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Matlab’s Tukey additivity test

Available on the Mathworks file exchange
% Trujillo-Ortiz, A., R. Hernandez-Walls and R. Castro-Valdez. (2003).
% adTukeyAOV2: Tukey's test of additivity for a two-way classification
% Analysis of Variance. A MATLAB file.
% [WWW document]. URL
http://www.mathworks.com/matlabcentral/fileexchange/
Chimps and learning words

The number of levels of factor 1 are:10
The number of levels of factor 2 are: 4

sov. ss at us ¥ e
Residual 17.6463 27

Nonaddit. 0.1671 1 0.167 0.25 0.6223
Remainder  17.4792 26 0.672

The hypothesis of additivity is tenable.

Slide 46 Matlab’s Tukey additivity test

NOTES:

Entimated Marginal Mess

Estimated Marginal Means of Minutes

Estimutea Marg. . Sears of Mirutes

-

p== =
R

Werd

[ With interactions j

Caimp

No interactions

Slide 47

NOTES:

Summary of statistical findings

Slide 48 Summary of statistical findings

Cell median estimates from additive model om the log scale

eConvincing evidence that

some signs take longer to ] 1
learn than others (p=0.000( ,:f
F9,27) 21

eOnly slight evidence for an
difference among chimps (
0.064, F, ;)

Tests of Belweems;gg]ei;é_' éghltglf 3

Dependent Variable: In(Minutes)

Type lll Sum
Source of Squares df  MeanSquare  F sig.
Corrected Model 51.023° 2 4252 6.503 2.78E-005
Intercept 615.158 1 615158  940.896 1.59E-022
chimp 5.333 3 1778 2719 084
sign 45.690 9 5077 7.765 1.50E-005
Error 17.653 27 854

Total 683.834 40

Corrected Total 68.675 3

a. R Squared = 743 (Adjusted R Squared = .629)

NOTES:
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Case 14.2

Effects of ozone in conjunction with sulfur dioxide and water
stress on soybean yield — a randomized experiment

Case 14.2 Not covered in 2009: Replace a categorical variable
with a continuous variable to free up df to test interactions

Slide 49 Case 14.2

NOTES:

Case 14.02

Soybean yield = f (ozone, moisture, sulfur dioxide)

eoTwo different soybean strains -""'' chore
o Split-plot design
» Chambers as whole plots, cultivars a: i
split plots s
» Handled here as 2 separate analyses ]
o3 factors "
» Ozone (5 levels), previously
documented
> Sulfur dioxide (3 levels) -
» Water stress (2 levels) —

i | ehamiers bept
ey varying sendinuan of came, sulphur dieile sad water sires

3 hypotheses
» Does soil moisture stress affect yield
in addition to SO, and ozone?
» 3-way interactions?
> Does stress effect the 2 cultivars -
differently? -

Slide 50 Case 14.02

NOTES:

Summary of statistical findings

Case study 14.2 Forrest cultivar; Originally a split-plot design

e Strong effect of ozone on yield
» Fixed effect ANOVA F, 2-sided p < 0.001
> A 0.01 pl/L increase in ozone decreased median yield by 5.3% (95% Cl: 3.4
to 7%)
e No effect of SO, on yield
> 2-sided p =0.13
» Effect: 1.6% reduction (-0.5% to 3.5%)
e No effect of water stress
» Fixed effects ANOVA F, 2-sided p = 0.55
» Effect: 3.3% increase (-7.3% to 15.3%)
e No interactions, but weak power
» Ozone effect when SO, is 0.059 is 14.7% of effect when ozone is 0.0045
UI/L (0.16 to 1365%)
» Ozone effect with water stress is 450% vs. Watered (9.2% to 22000%)

Slide 51 Summary of statistical findings

NOTES:
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Summary of statistical findings

Case study 14.2 Williams cultivar (differences from Forrest)

e Strong effect of ozone on yield
» Fixed effect ANOVA F, 2-sided p < 0.001
> A 0.01 pliL increase in ozone decreased median yield by 6.6% (95% Cl: 5.3
to 7.9%)
e Strong effect of SO, on yield
» 2-sided p <0.0001
» Effect: 2 0.01 pl/L increase in SO, results in a 3.5% reduction in median
yield (2% to 4.9%)
e Strong effect of water stress
> Fixed effects ANOVA F, 2-sided p = 0.0001
» Effect: -0.04MPa water stress reduces median yield 19.4% (10% to 30%)
® No interactions, but weak power
» Ozone effect when SO, is 0.059 uliL is 40.7% of effect when ozone is
0.0045 pl/L (1.47 to 384.5%)
» Ozone effect with water stress (-0.40 Mpa) is 24% vs. Watered (1.4% to
390%)

Slide 52 Summary of statistical findings

NOTES:

Strategies for analyzing tables with
one observation per cell

e Often it is more important to evaluate different levels of
factors than to provide replicates

e \WVithout replication, only non-saturated models can be
fit:
» The interaction terms can not be estimated
» you must make assumptions (e.g., linear relation, no
interactions) and test them where possible
® Approach
» Graphical displays of the data
» If any of the explanatory variables can be treated as

numerical (i.e., treat as a continuous covariate), attempt to
fit this simpler model

F F b.%

5

*
N

Slide 53 Strategies for analyzing tables
with one observation per cell

NOTES:

Residual plots to assess model
misspecification

Log (yield): No obvious differences between cultivars
Drispluy 1403

Residual plots from the vegression of bz sosbran seed yiek] sn orome
sulphur disvide ater stre: and
secomd arder inferaetions

Forrew + W iaas

Mrdushs

Fittrd Yl

Slide 54 Residual plots to assess model
misspecification

NOTES:
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Log (Yield) vs. Ozone

Need to estimate error (need df). Can ozone be handled as a
continuous variable? Can SO,?

Scatterplats of log soyhean seed viehd versus asone, sulphar diovide and
waler siress

Slide 55 Log (Yield) vs. Ozone

NOTES:

“No evidence
for a
significant
quadratic
term for either
Soybean
cultivar

¥

Scatterplots of expected effects
This plot NOT readily available in SPSS, use SAVE

gy 1414

Searmarpons o b ikl sgssnet seso st ) s o smiphns sk
e e b b s =k simple awar rprrssien Filimar

The lines In this plot
are produced by GLM,
effects plots (see next
slide) The points would

have to be added

Slide 56 Scatterplots of expected effects

NOTES:

Slide 57 Williams cultivar

Enseratec st Mo, of Ly med sty ¥

Note, the linear
response of yield with
O, indicates that
ozone can be
modeled as a
continuous variable

A it T = Wk wterns

NOTES:

Extimated Margrad beass of w Fuerat

MSOle 0048 eSOy 0170
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ANOVA tables for Soybean yield

Analysis of variance tables for screening effects on log soybean seed vield

Forrest Cultivar NO

poray g sematsmee Messgere P e @Vidence
i . 4 for a
i % 4 sulphur or
. " % water effect

on Forrest,

o o e DUL Strong
i it W' evidence
i w2 on Williams
2 o1 M ]
i o

Slide 58 ANOVA tables for Soybean yield

NOTES:

Conclusion about main effects

Sulfur dioxide to be handled as a continuous variable
Display 14.16

Coefficient estimates and standard errors for the linear soybean models,
with Y = log(soybean seed yield)

Forrest Willinms
2-Sided 2-Sided
Variabl Coelficient St E. Val Caelici 1 E v
CONSTANT 8.608 0,080 8.825 0.058
ozon -5.397 0.929 <0001 -6 806 0679 <0001
sulphr =1.566 0.9849 1252 -3512 0,723 K

wener 0.094 0153 54353 0.507 0112 0001
|

Page 425 Ozone treated as a continuous
variable to free df for interaction F tests No
evidence for a quadratic effect for sulfur, so SO,
also modeled as a continuous variable

Slide 59 Conclusion about main effects

NOTES:

Final results for Soybean yield

To produce in SPSS: Run regression with data as extra rows
and Hotelling-Working-Scheffe’s mulitplier, p. 266-267

Display 14.17

Estimated median seed yiehds of Forrest and Williams cultivars under
different ozone, sulphur dioxide, and water deprivation regimes

Seed Vied |

T R T R R R R R

Slide 60 Final results for Soybean yield

NOTES:

Page 20 of 22




Class 23: Ch 13 (end) Ch 14

Is there really no interaction?

Descrlptlve summary of interactions, p. 413-414
Low power for detecting interaction effects
o p{logyield}=B,+B,0zone+B,sulfur+B,water + B,(ozone x water),
B,=-29.5+34.5

e Forrest cultivar
> Sulfur effect
= Estimate at high sulfur dioxide, the rate of decline is 14% of the rate of decline at low
sulfur dioxide
= The 95% Cl is 0.2% to 1450 %
» Water effect: water stress produces a 430% decline vs. Ozone [9.2% to
20,100%]
e Williams cultivar
> Sulfur effect:
= High sulfur, rate of decline with ozone is 41% rate of decline at low sulfur
= 95% Clis 1.4% to 1197%
» Ozone effect: 23.8% under stress (1.5% to 390%)
N

5

Slide 61 Is there really no interaction?

NOTES:

Case Study 14.2 was based on a Split-
plot design. These designs are
common in agriculture and industrial
applications, but less common in
environmental science. The following
slides present an example of a split-
plot design to assess the effects of
trawling on benthic communities

Slide 62 Case Study 14.2 was based on a
Split-plot design. These designs are
common in agriculture and industrial
applications, but less common in
environmental science. The following
slides present an example of a split-plot
design to assess the effects of trawling on
benthic communities

NOTES:

Split-plot designs

Multiple treatment levels are nested within a larger treatment
level, from my statistical terms appendix
For example, an entire field could receive a given level of fertilizer, and different
watering levels could be used on different portions of the field. Or, different
greenhouses could be used to control temperature for a large number of trays of
plants, and then different watering levels and fertilizer levels could be used
within different areas or blocks of each greenhouse. The ANOVA table is often
split, with tests of the main plot being based on a partition of the degrees of
freedom of the main plots (e.g., fields or greenhouses), whereas the factors
being assessed in the subplots (e.g., water or fertilizer level) can be assessed
with error terms incorporating a much larger number of degrees of freedom.
Cochran & Cox (1957, p. 296-297) compare split plot and randomized blocks
design with A being the main factor and B being the split-plot factor:
1) B and AB effects estimated more precisely than A effects in the split-plot design
2) Overall experimental error is the same between designs: increased precision on B and AB effects are
at the expense of precision for tests of A effects,
3) The chief advantage of the split plot over the factorial is combining factors that are expensive to
create (the A or main plot factors) with relatively inexpensive subplot factors.
Consider the use of a split plot design when B and AB effects of more interest than
A, orif the A effects can not be fully replicated with small amounts of resources.

Slide 63 Split-plot designs

NOTES:
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THE EFFECTS OF TRAWL GEAR ON
SOFT BOTTOM HABITAT

Slide 64 THE EFFECTS OF TRAWL
GEAR ON SOFT BOTTOM HABITAT

:[lwww.crenvironmental.com/NOAAtrawl.htm
® Main plot: sand
& mud areas

Split plots:
> trawl lane &
control
(| » before & after
trawling: repeated | *
measures '

Presented at April 6, 2006 NEERS by Chris
Wright, Alan Michael and Barb Hecker, but
not analyzed as a split-plot ANOVA.

NOTES:

Testing for a trawl effect

Slide 65 Testing for a trawl effect

Only a weak 1 df test possible

® The experimental units (the subject of experimenter's random
allocation) are the transect lanes, not the 3 grabs within transect

@ No replication of mud & sand so can'’t test mud vs. Sand (only an
area effect) B

e ANOVA
> Grabs 1
= Transects
o Blocks (Northern vs. Southern) 1
© Treatment 1
o Error (=Block x Trt) 1
= Grabs within transects 8
> Test treatment effect with Treatment over Block x Treatment, an F,
statistic
» With both 1st and 2nd time periods, test Treatment x time interaction with
an F, , test or use a repeated measures test.

NOTES:

Lessons to be learned from the trawl
study’s design

Slide 66 Lessons to be learned from the
trawl study’s design

® The design is a split-plot design with Sand vs. Mud being the main
factors and trawl vs. Non-trawl as the split-plot factors.
There was no replication of sand and mud areas, so sand and areal
effects are confounded
» At best one could conclude that trawling effects differ by area or grain size.
® The experimental unit was trawl lane with two per sand area and 2
per mud area. No matter how many grabs are taken within each
trawl lane, there are only 2 replicates
® The pairing of trawled and untrawled lanes would permit a
repeated measures design in space & time

® Having more transect pairs would greatly increase the power of
the test
» Perhaps eliminate the confounded sand vs. mud main effect

NOTES:
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